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Abstract

Real PCF is an extension of the programming language PCF with a data type
for the real line, introduced elsewhere. We show that Real PCF extended with ∃
is universal, in the sense that all computable elements of all types of its universe of
discourse are definable. We also show that ∃ is not necessary to define first order
computable functions in Real PCF. In order to obtain our definability results, we
consider a domain-equation-like structure on the real numbers data type.
Keywords and phrases: Real number computability, λ-calculus, domain theory.

Introduction

Real PCF is an extension of the programming language PCF [13] with a ground type for
the real line [8]. Real PCF has denotational and operational semantics, related by an
adequacy relation.

The real numbers data type is interpreted as a domain of compact real intervals, with
subspace of maximal elements homeomorphic to the real line. It is natural to effectively
present this domain by enumerating its basis of rational intervals in some standard way.
Then all Real PCF definable elements are computable. However, as in PCF, the converse
fails. For instance, a computable function ∃ : [N → T ] → T is not definable. We show
that Real PCF extended with ∃ is universal, in the sense that all computable elements
and functions of its universe of discourse are definable. We do not need to add parallel-or,
because Real PCF already has a parallel conditional.

It is natural to ask if the notion of computability depends on the choice of bases and
their enumerations, and indeed this is the case [10]. We say that an effective presentation
of the Real PCF domains is sound if every Real PCF definable element is computable.
The idea is that the definable elements are concretely computable, because Real PCF has
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an effective operational semantics. We show that any two sound effective presentations of
the Real PCF domains induce the same notion of computability. In this sense, Real PCF
extended with ∃ is absolutely universal.

In order to establish universality, we use a technique due to Thomas Streicher [18],
originally used by him to establish that PCF extended with recursive types, parallel-or
and ∃ is universal. The technique consists of taking a universal PCF domain U , and
showing that (in our case) every Real PCF domain is a definable retract of U . Since PCF
extended with parallel-or and ∃ is universal [13], all computable x ∈ U and all computable
f : U → U are definable, and the universality result follows.

In order to obtain our definability results, we consider a domain-equation-like structure
on the real numbers data type.

The Real PCF notion of computability induces classical notions of computability on
real numbers and real valued functions of real variables [3, 11, 12, 16, 19, 20], but this
material is not included in this extended abstract due lack of space. Also, we only consider
the unit interval type of Real PCF, although we indicate how the type for the whole real
line can be handled.
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1 The real numbers domains

Our main reference to domain theory is [1]; see also [15, 9]. We use several results from [14].
In this paper, a domain is a bounded complete, countably based continuous cpo. Domains
are implicitly considered as topological spaces under their Scott topology.

Plotkin [14] defines a coherent domain to be a domain in which every pairwise consistent
subset has a join. Notice that the word coherence has been used in several different senses
in theoretical computer science and related fields.

We denote by CDom the category of coherent domains and continuous maps. This
category is cartesian closed, and closed under lifting, amalgamated sum, and smash prod-
uct. It contains the flat domains and the domains R⊥ and I, where R is the continuous
dcpo of compact real intervals ordered by superset, and I is the subdomain of intervals
contained in the unit interval [0, 1]. Moreover, CDom is closed under the formation of
retracts and canonical solutions of domain equations involving the above constructions.
Thus, CDom contains all domains of interest for the purpose of this work.

Let T = {tt, ff}⊥ be the domain of truth values. In [14] it is shown that T ω is a
universal coherent domain, in the sense that a domain is coherent iff it is a retract of T ω.
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Notice that there are two notions of universality in this paper.
The elements of the domains I and R⊥ are considered as “partial real numbers”, and

their maximal elements (singleton intervals) are identified with real numbers. This identi-
fication makes sense from a topological view, because the subspace of maximal elements of
R⊥ is homeomorphic to the Euclidean real line. We thus sometimes notationally identify
real numbers and singleton intervals.

The reason for introducing partial numbers is similar to the reason for introducing
partial functions Nk → N in recursion theory. For instance, the set of computable real
numbers is countable but not r.e. [20], whereas the set of computable partial real numbers
is r.e., because the set of computable elements of any domain is r.e. [6, 15]. In particular,
no programming language with a real numbers data type can define all computable real
numbers without having some divergent programs of real number type. As opposed to
natural numbers, in which divergence corresponds to ⊥, divergence is a matter of degree
for real numbers; ⊥ is in the worst possible degree, maximal partial numbers are in the
best possible degree (no divergence at all), and the remaining partial real numbers are in
between.

Let f : R → R be continuous, and define If : R → R by If(x) = f(x), for all
x ∈ R. This function is well-defined, because continuous functions preserve compactness
and connectedness, so that f(x) is a compact interval if x is a compact interval. Moreover,
it is continuous w.r.t. the Scott topology [4]. Similarly, for f : [0, 1] → [0, 1] continuous,
the above equation also defines a continuous function If : I → I. The function If is an
extension of f , in the sense that If({x}) = {f(x)}. A continuous function has uncountably
many continuous extensions. The extension If is characterized as the greatest one. If
f : R → R is non-decreasing then the greatest extension is given pointwise, in the sense
that If(x) = [f(x), f(x)], where x = inf x and x = sup x are the left and right end-points
of the interval x. When there is no danger of ambiguity, we write f instead of If or I⊥f .

For x, y ∈ R⊥, we define (x < y) ∈ T by

(x < y) =





tt if x < y,

ff if x > y,

⊥ otherwise.

This definition reflects the fact that equality of real numbers is not decidable [20]. The map
(x, y) 7→ (x < y) can be regarded as the best continuous approximation of the characteristic
function of the inequality predicate < on real numbers.

Recall that the parallel conditional pif : T ×D ×D → D is defined by

pif t then y else z =





y if t = tt,

z if t = ff,

y u z if t = ⊥.

Proposition 1.1 Let R be any domain with Max(R) homeomorphic to the real line or
the unit interval, let D be a domain, let p : R → T be a continuous predicate, let
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g, h : R → D be continuous functions, and define a function f : R → D by f(x) =
if p(x) then g(x) else h(x). If there are maximal elements x and y such that p(x) = tt and
p(y) = ff, then f(z) = ⊥ for some maximal element z.

Proof The non-empty disjoint sets U = p−1(tt) ∩ Max(R) and V = p−1(ff) ∩ Max(R)
are open in Max(R), because p is continuous, and {tt} and {ff} are open in T . Hence
U∪V 6= Max(R), because Max(R) is connected. Therefore there is some maximal element z
such that p(z) = ⊥. ¤
Thus, the sequential conditional is not appropriate for definition by cases of total func-
tions on the real numbers domains, because it produces non-total functions for non-trivial
continuous predicates.

In most definitions by cases of the form f(x) = pif p(x) then g(x) else h(x) which occur
in practice, one has that g(x) = h(x) for all maximal x with p(x) = ⊥. In such a situation,
if x is maximal and p(x) = ⊥, then f(x) = g(x)uh(x) = g(x) = h(x). An example is given
by the following definition of the absolute value function: |x| = pif x < 0 then − x else x.
For the case x = 0 one has |0| = pif ⊥ then − 0 else 0 = 0 u 0 = 0. Hence, the parallel
conditional is also useful to overcome the fact that equality of real numbers is not decidable.

A domain-equation-like structure for the real numbers domains

Define continuous non-decreasing functions consL, consR, tailL, tailR : [0, 1] → [0, 1] by

consL(x) = x/2, tailL(x) = min(2x, 1),
consR(x) = (x + 1)/2, tailR(x) = max(0, 2x− 1),

and define head : I → T by head(x) = (x < 1/2), where the inequality map was defined
in Section 1. For motivation and a detailed discussion about these functions see [8, 7, 5],
where effective computation rules for them are given.

The main property of the functions consL, consR, tailL, tailR : I → I and head : I → T
is given by the following lemma:

Lemma 1.2 The identity of I is the unique continuous function f : I → I such that
f(x) = pif head(x) then consL(f(tailL(x))) else consR(f(tailR(x))).

Proof (Outline) That f = id satisfies the above equation is routinely checked by cases
on the value of head(x) (see [8]). Let A = {m/2n ∈ [0, 1]|m, n ∈ Z} be the set of dyadic
numbers in the unit interval. In order to prove that a property holds for every x ∈ A, it
suffices to prove that it holds for 0 and 1, and that it holds for x/2 and (x+1)/2 whenever
it holds for x. We call this principle dyadic induction [7]. Let B be the basis of I consisting
of intervals with dyadic end-points. By dyadic induction on the end-points of x, we see
that for any f satisfying the above equation, f(x) = x for every x ∈ B. It follows that if
f is continuous then f is the identity. ¤
The above lemma gives rise to domain-equation-like structure on I. Recall that a section-

retraction pair between objects X and Y of a category X consists of morphisms X
r

¿
s

Y

with r ◦ s = idX . In this case s ◦ r is an idempotent on Y and X is called a retract of Y .
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Definition 1.1 Let X be a category and F : X → X be a functor. A section-retraction

pair X
r

¿
s

FX is F-stable if f = r ◦ Ff ◦ s implies f = idX . ¤

Lemma 1.3 Define F : CDom → CDom by FD = T × D × D, and define cons =

pif ◦ F(id, consL, consR) and destr = [head, tailL, tailR]. Then I cons

¿
destr

FI is an F-stable

section-retraction pair.

Proof f = cons ◦ Ff ◦ destr holds iff the equation in Lemma 1.2 holds. ¤
The domain R⊥ is treated similarly, by showing that its identity is the unique contin-

uous function satisfying an appropriate equation.
Let X be a category and F : X → X be a functor. Recall that an F-algebra is a

morphism α : FX → X, and that an F-algebra homomorphism from an algebra α : FX →
X to an algebra β : FY → Y is a morphism h : X → Y such that h ◦α = β ◦Fh. Dually,
an F-coalgebra is a morphism α : X → FX, and an F-coalgebra homomorphism from a
coalgebra α : X → FX to a coalgebra β : X → FX is a morphism h : X → Y such that
Fh ◦ α = β ◦ h. Algebras (resp. coalgebras) compose in the obvious way and form a
category. Let F : CDom → CDom be a functor. Recall that a canonical solution for a
domain equation D ∼= FD is given by an initial algebra i : FC → C, which is necessarily
an isomorphism. A functor F : CDom → CDom is locally continuous if for all D and E,
the map f 7→ Ff : [D → E] → [FD → FE] is continuous. For every locally continuous
functor F : CDom → CDom, the domain equation D ∼= FD has a canonical solution
i : FC → C, and i−1 : C → FC is a final coalgebra.

Proposition 1.4 Let F : CDom → CDom be a locally continuous functor, FC
i→ C

be an initial algebra, and let D
α

¿
β

FD be an F-stable section-retraction pair. If r is the

unique algebra homomorphism from i to α, and s is the unique coalgebra homomorphism

from β to i−1, then D
r

¿
s

C is a section-retraction pair.

Proof By hypothesis, r ◦ i = α ◦ Fr and i−1 ◦ s = Fs ◦ β. Hence r ◦ s = r ◦ i ◦ i−1 ◦ s =
α ◦ Fr ◦ Fs ◦ β = α ◦ F(r ◦ s) ◦ β. By stability, r ◦ s = idD. ¤

Proposition 1.5 Let F : CDom → CDom be a locally continuous functor, and D
φ

¿
ψ

FD

be an isomorphism. Then φ is an initial algebra iff the isomorphism pair is F-stable.

2 Effectively given coherent domains

Algebraic domains have a relatively simple theory of effectivity [6, 15]. Unfortunately,
this is not the case for continuous domains. Smyth [17] defines three notions of effectivity
for continuous domains, namely effectively given domain, effectively given M-domain, and
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effectively given A-domain. The notions are not strictly equivalent, but they are essentially
equivalent, in the sense that they can be effectively translated to each other. The notion
of effectively given A-domain gives rise to a simple notion of effectively given coherent
domain, as shown below. We slightly modify Smyth’s definition in order to make effective
presentations explicit, as Kanda and Park [10] show that it is possible to effectively present
some domains in essentially different ways:

Definition 2.1 An effective presentation of an algebraic domain D consists of an enu-
meration of the finite elements of D such that (1) it is decidable whether a v b for finite
a, b ∈ D; (2) it is decidable whether A is consistent, for an arbitrary finite set A of finite
elements of D; (3) for A ranging over consistent finite sets of finite elements, the map
A 7→ ⊔

A is recursive. An effectively given algebraic domain is an algebraic domain D to-
gether with an effective presentation. Let D and E be effectively given algebraic domains.
An element d ∈ D is computable if it is it the join of an r.e. directed set of finite elements.
A continuous function f : D → E is computable if the relation b v f(a) is r.e. for a and
b finite. An effectively given A-domain is a list (D, E, s, r) where D is a domain, E is an
effectively given algebraic domain, (s : D → E, r : E → D) is a section-retraction pair,
and the idempotent s ◦ r : E → E is computable. ¤

Notice that this definition of effectively given algebraic domain coincides with the one given
in [6] and discussed in detail in [15].

An element p ∈ T ω is finite iff p−1(tt) and p−1(ff) are finite subsets of ω. Plotkin [14]
considers the following effective presentation of T ω: bn is the unique finite p ∈ T ω such
that n =

∑
i∈p−1(tt) 2 · 3i +

∑
i∈p−1(ff)

3i. Then p ∈ T ω is computable iff p−1(tt) and p−1(ff)

are r.e. subsets of ω. We call this effective presentation the standard effective presentation
of T ω, and from now on we implicitly assume the standard effective presentation of T ω,
unless otherwise stated. This induces effective presentations on the product T ω × T ω and
the function space [T ω → T ω] (see [6, 17, 14, 15]).

It is natural to define effectivity for coherent domains as follows:

Definition 2.2 An effective presentation of a coherent domain D is a section-retraction
pair (s : D → T ω, r : T ω → D) such that s ◦ r : T ω → T ω is computable. An effectively
given coherent domain is a list (D, s, r) where D is a coherent domain and (s, r) is an
effective presentation of D. Let (D, sD, rD) and (E, sE, rE) be effectively given coherent
domains. An element x ∈ D is computable if sD(x) ∈ T ω is computable. A continuous
function f : D → E is computable if (rD → sE)(f) : T ω → T ω is computable. ¤

Since coherent domains form a cartesian closed category and T ω is a universal domain,
we know that T ω ×T ω and [T ω → T ω] are retracts of T ω. In fact, T ω ×T ω is isomorphic
to T ω. An isomorphism is given by Pair : T ω → T ω × T ω defined by Pair(p) = 〈n 7→
p(2n), n 7→ p(2n+1)〉. Then (T ω, Pair−1, Pair) is an effectively given coherent domain. We
assume the section-retraction pair (Pred : [T ω → T ω] → T ω, Fun : T ω → [T ω → T ω])
constructed in [14]. Since Pred and Fun are computable, so is Pred ◦ Fun : T ω → T ω.
Therefore ([T ω → T ω], Pred, Fun) is an effectively given coherent domain.
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Theorem 2.1 Effectively given coherent domains and computable functions form a carte-
sian closed category.

We denote by ECDom the category of effectively given coherent domains and computable
functions. From now on, given effective presentations of D and E, we implicitly assume
the effective presentations of D×E and [D → E] constructed in the above theorem, unless
otherwise stated. Let D be any effectively given coherent domain. Then fixed-point
combinator fixD : [D → D] → D, and the conditionals if, pif : T × D × D → D are
computable. In particular, the least fixed-point of a computable function is computable.

Equivalence of effectively given coherent domains

A coherent effective presentation of T ω is given by (idT ω , idT ω). Let f : ω → ω be a non-
recursive permutation of ω, and define φ : T ω → T ω by φ(p) = p ◦ f . Since φ ◦φ−1 = idT ω ,
(φ, φ−1) is an effective presentation of T ω. But this effective presentation is intuitively
not “really” effective, by construction. The same phenomenon takes place for the usual
notion of effectively given algebraic domain. If we define b′n = bf(n), where b is the standard
algebraic effective presentation of T ω, it is easy to check that the axioms for effectively
given algebraic domains given in definition 2.1 are satisfied for b′.

Moreover, (T ω, id, id) and (T ω, φ, φ−1) are isomorphic objects of ECDom, and this is
also not intuitive. In fact, φ, considered as a morphism (T ω, id, id) → (T ω, φ, φ−1) and
as a morphism (T ω, φ, φ−1) → (T ω, id, id) gives the desired isomorphism. Again, in the
category of effectively given algebraic domains and computable maps, (T ω, b) and (T ω, b′)
are isomorphic objects, with isomorphism also given by φ.

On the other hand, the identity of T ω is not computable as a morphism (T ω, id, id) →
(T ω, φ, φ−1) or as a morphism (T ω, φ, φ−1) → (T ω, id, id). This is reasonable, and shows
us that we cannot access within T ω “correctly presented” the computable elements of T ω

“incorrectly presented”, which are not computable in T ω “correctly presented”.
We can summarize the above remarks by saying that effective domain theory does not

give an absolute notion of effectivity. In this section we show that additional structure on
effectively given coherent domains can be used to achieve absoluteness.

We recall the following definitions from [2], and we make explicit a notion which we
call representability:

Definition 2.3 A concrete category over a category X is a category A together with a
faithful functor U : A → X, called the underlying functor . Let (A, U) be a concrete
category over X. If A and B are A-objects, then an X-morphism f : UA → UB is (A,B)-
representable if there is a (necessarily unique) A-morphism f̄ : A → B such that U(f̄) = f ,
called the (A,B)-representation of f . The fibre of an X-object X is the preordered class
consisting of all A-objects A with U(A) = X, ordered by: A ≤ B iff idX is (A,B)-
representable. Two A-objects A and B are equivalent , written A ≡ B, if A ≤ B and
B ≤ A. ¤

Clearly, ECDom is concrete over CDom, with the underlying functor given by the
forgetful functor that forgets effective presentations. Using the language of the above
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definition, we have that (T ω, id, id) and (T ω, φ, φ−1) are isomorphic objects of the category
ECDom, but inequivalent objects of the concrete category (ECDom, U).

Definition 2.4 We say that two effective presentations (s1, r1) and (s2, r2) of a coherent
domain D are equivalent if (D, s1, r1) and (D, s2, r2) are equivalent objects of the concrete
category (ECDom, U). ¤
It is immediate that (s1, r1) and (s2, r2) are equivalent iff s1 ◦ r2 and s2 ◦ r1 are com-
putable. Notice that these two functions are inverses of each other, and hence they are
automorphisms of T ω.

Clearly, a morphism f : UD → UE in CDom is (D,E)-representable iff it is com-
putable.

Proposition 2.2 Let (A, U) be a concrete category over X, let Y be an X-object, and let
B and B′ be A-objects in the fibre of Y . Then the following are equivalent: (1) B ≤ B′.
(2) For every A-object A, if a morphism f : UA → Y is (A,B)-representable then it is
(A,B′)-representable. (3) For every A-object C, if a morphism f : Y → UC is (B′, C)-
representable then it is (B,C)-representable.

Proof (1) ⇒ (2): Assume that f : UA → Y is (A,B)-representable, and let f̄ : A → B
be the (A,B)-representation of f , and ¯idY : B → B′ be the (B,B′)-representation of
idY . Then f ′ = ¯idY ◦ f̄ is a (B, B′)-representation of f , because U(f ′) = U( ¯idY ◦ f̄) =
U( ¯idY ) ◦ U(f̄) = idY ◦ f = f . (1) ⇒ (3): Similar. (2) ⇒ (1): Take A = B and f = idY .
(3) ⇒ (1): Similar. ¤
This can be expressed by saying that two effective presentations of a coherent domain are
equivalent iff they induce the same notion of computability on the domain. The following
definition is also taken from [2]:

Definition 2.5 A concrete category (A, U) over X is called concretely cartesian closed
provided that A and X are cartesian closed and that U preserves finite products, expo-
nentials, and evaluation. ¤
Clearly, (ECDom, U) is concretely cartesian closed.

Proposition 2.3 Let (A, U) be a concretely cartesian closed category over X. If 1 and 1′

are terminal objects of A in the same fibre then 1 ≤ 1′, and if A ≤ A′ and B ≤ B′ are
A-objects then A×B ≤ A′ ×B′ and [A′ → B] ≤ [A → B′].

We can thus say that equivalence is a “cartesian closed congruence”.

Proposition 2.4 Let (A, U) be a concretely cartesian closed category over X, and let A
and B and be equivalent A-objects. Then any two products of A and B are equivalent, and
any two exponentials of B to the power A are equivalent.

Corollary 2.5 Let D and E be effectively given coherent domains. Then any two effective
presentations of D×E which make the projections D×E → D and D×E → E computable
are equivalent, and any two effective presentations of [D → E] which make the evaluation
map [D → E]×D → E computable are equivalent.
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Thus, as soon as effective presentations of D and E are specified, the effective presentations
of D×E and [D → E] are implicitly specified up to equivalence. Clearly, any two effective
presentations of a finite coherent domain are equivalent.

Proposition 2.6 Define continuous maps cons : T × T ω → T ω, head : T ω → T , tail :
T ω → T ω, by cons(t, p)(0) = t, cons(t, p)(n + 1) = p(n), head(p) = p(0), and tail(p)(n) =
p(n + 1). Then any two effective presentations of T ω which make cons, head, and tail
computable are equivalent.

Proof Similar to the proof of Proposition 3.1 below. ¤
This can be expressed by saying that there is a unique notion of computability for T ω such
that cons, head, and tail are computable. A similar holds for N w.r.t the test-for-zero and
successor functions.

3 Computability and definability

Proposition 3.1 Any two effective presentations of I which make consL, consR, head,
tailL, and tailR computable are equivalent.

Proof By Lemma 1.2, the identity of I is the least fixed point of the map F : [I → I] →
[I → I] defined by F (f)(x) = pif head(x) then consL(f(tailL(x))) else consR(f(tailR(x))).
If D and E are effectively given coherent domains in the fibre of I such that consL, consR,
head, tailL, and tailR are computable w.r.t. each of the corresponding effective presen-
tations, then F is both ([D → E], [D → E])-representable and ([E → D], [E → D])-
representable. Since the fixed point combinator is computable, idI = fix(F ) is both (D, E)
and (E,D)-representable. Therefore D and E are equivalent. ¤
A similar fact holds for R⊥.

Lemma 3.2 Define F : CDom → CDom by FD = T × D × D. Then there is a
computable initial algebra φ : FT ω → T ω.

Proof T ω is the canonical solution of the domain equation D ∼= T ×D. An initial algebra
is given by cons : T × T ω → T ω. Since Pair : T ω → T ω × T ω is an isomorphism, so
is φ(t, p, q) = cons(t, Pair−1(p, q)). This isomorphism is clearly computable. A routine
verification shows that (φ−1, φ) is an F-stable isomorphism pair. By Proposition 1.5, φ is
an initial algebra. ¤

Proposition 3.3 There is an effective presentation of I which makes consL, consR, head,
tailL, and tailR computable.

Proof (Sketch) Let F : CDom → CDom and I cons

¿
destr

FI be defined as in Lemma 1.3,

φ : FT ω → T ω be a computable initial algebra, r be the unique algebra homomorphism

9



from φ to cons, s be the unique coalgebra homomorphism from destr to φ−1. Then (s, r)
is an effective presentation of I. ¤
Propositions 3.1 and 3.3 can be interpreted by saying that there is a unique notion of
computability for I such that consL, consR, head, tailL, and tailR are computable. A
similar fact holds for R⊥.

Real PCF is an extension of PCF with ground types interpreted as R⊥ and I, and new
constants. In this extended abstract we only consider the unit interval type of Real PCF.
The type for the whole real line is treated similarly. The constants for the unit interval type
include constants for the primitive operations defined in Section 3 and used to recursively
define the identities of I and R⊥. For more details see [8]. By Propositions 3.1 and 3.3,
and Theorem 2.1, we can say that there is a unique notion of computability for Real PCF
such that every Real PCF definable element is computable.

Proposition 3.4 ∃ is computable but not Real PCF definable.

Proof The inductive proof given in [13] for the fact that ∃ is not definable in PCF extended
with parallel-or goes through for Real PCF, by adding obvious inductive steps for the Real
PCF constants. ¤

Theorem 3.5 Real PCF extended with ∃ is universal.

Proof T ω can be identified with the domain of strict functions N →⊥ T . Hence U =
[N → T ] is a universal domain too. Since PCF extended with ∃ is universal and U is
a PCF domain, it suffices to show that every ground domain D is a definable retract of
U , in the sense that there is a section-retraction pair (r : D → U , s : U → D) with s
and r definable. This is immediate for T and N . For I, let s and r be defined as in
Proposition 3.3, with φ : FT ω → T ω as defined in Lemma 3.2. Call ψ the inverse of φ,
and define [ψH , ψL, ψR] = ψ. Then

r(p) = cons ◦ Fr ◦ φ−1(p) = cons ◦ (id× r × r) ◦ (ψH(p), ψL(p), ψR(p))

= pif ψH(p) then consL(r(ψL(p)) else consR(r(ψR(p)),

s(x) = φ ◦ Fs ◦ destr(x) = φ ◦ (id× s× s) ◦ (head(x), tailL(x), tailR(x))

= φ(head(x), s(tailL(x)), s(tailR(x))).

Since s and r are the unique continuous maps which satisfy the above equations, we can
use the fixed-point combinator to recursively define them. It is easy to see that

φ(t, p, q)(n) = if n = 0 then t else if odd(n) then p((n− 1)/2) else q((n− 2)/2),

ψH(p) = p(0), ψL(p)(n) = p(2n + 1), ψR(p)(n) = p(2n + 2).

In order to get into the Real PCF universe of discourse, define Φ : T → U → U → U ,
ΨH : U → T and ΨL, ΨR : U → U by (almost the same equations)

Φ(t)(p)(q)(n) = if n = 0 then t else if odd(n) then p((n− 1)/2) else q((n− 2)/2)

ΨH(p) = p(0), ΨL(p)(n) = p(2n + 1), ΨR(p)(n) = p(2n + 2).
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Then these functions are clearly PCF definable. Now recursively define α : U → I and
β : I → U by

α(p) = pif ΨH(p) then consL(α(ΨL(p)) else consR(α(ΨR(p)),

β(x) = Φ(head(x), β(tailL(x)), β(tailR(x)).

Then α and β are Real PCF definable too, and they clearly (co)restrict to r and s.
Therefore α ◦ β = idI . ¤
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