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Abstract

Given an injective space D (a continuous lattice endowed with the Scott topology) and
a subspace embedding j : X → Y , Dana Scott asked whether the higher-order function
[X → D] → [Y → D] which takes a continuous map f : X → D to its greatest continuous
extension f̄ : Y → D along j is Scott continuous. In this case the extension map is a
subspace embedding. We show that the extension map is Scott continuous iff D is the
trivial one-point space or j is a proper map in the sense of Hofmann and Lawson.

In order to avoid the ambiguous expression “proper subspace embedding”, we refer to
proper maps as finitary maps. We show that the finitary sober subspaces of the injective
spaces are exactly the stably locally compact spaces. Moreover, the injective spaces over
finitary embeddings are the algebras of the upper power space monad on the category of
sober spaces. These coincide with the retracts of upper power spaces of sober spaces. In
the full subcategory of locally compact sober spaces, these are known to be the continuous
meet-semilattices. In the full subcategory of stably locally compact spaces these are again
the continuous lattices.

The above characterization of the injective spaces over finitary embeddings is an in-
stance of a general result on injective objects in poset-enriched categories with the struc-
ture of a KZ-monad established in this paper, which we also apply to various full sub-
categories closed under the upper power space construction and to the upper and lower
power locale monads.

The above results also hold for the injective spaces over dense subspace embeddings
(continuous Scott domains). Moreover, we show that every sober space has a smallest
finitary dense sober subspace (its support). The support always contains the subspace of
maximal points, and in the stably locally compact case (which includes densely injective
spaces) it is the subspace of maximal points iff that subspace is compact.
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1 Introduction

Although the fundamental rôle of injective spaces in the mathematical theory of computation
was emphasized by Dana Scott in his seminal papers [33] and [35], injective spaces have been
neglected in the subsequent development of the theory (but see [30, 15]). In this section we
recall their rôle and raise questions related to function spaces and higher-order functions which
are answered in the technical development that follows. We also briefly discuss applications,
introduce preliminary background and give a summary of the main results of this paper.

1.1 Embedding spaces into domains

In applications of domain theory [2] to denotational semantics [16, 13] and integration [8, 11],
one starts by implicitly or explicitly embedding given spaces X, Y , Z, . . . into appropriate
domains C, D, E, . . . endowed with the Scott topology. One of the simplest examples is given
by the embedding of the discrete space of natural numbers into the so-called flat domain N⊥
of natural numbers [36, 29, 31]. A slightly more elaborate example is given by the embedding
of (the one-point compactification of) the discrete space of natural numbers into the so-called
domain of lazy natural numbers [16, 2]:
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@@
qn

...
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The choice of domains depends, among other things, on the model of computation on the
space. For example, the flat and lazy domains of natural numbers respectively capture call-
by-value and call-by-name evaluation of the successor map [16].

More sophisticated examples of such embeddings include: the Euclidean real line into the
domain of compact real intervals ordered by reverse inclusion [34, 13, 10], the same space
into the ideal completion of the rational basis of the interval domain, or a similar algebraic
domain [14], Cantor space 2ω into the domain 2∞ = 2∗ ∪ 2ω of finite and infinite sequences
ordered by prefix [31, 43, 39] (similarly, Baire space Nω into the domain N∞), the space of total
functions N → N endowed with the compact-open topology (another version of Baire space)
into the domain of partial functions ordered by graph inclusion [36, 31], any second countable
T0 space into the domain Pω of subsets of natural numbers ordered by inclusion [35], any
second countable T0 space as an isochordal subspace (see below for the definition) of T ω,
where T is the flat domain T⊥ of truth values [30], any locally compact Hausdorff space
into its upper power space [9], any Polish space onto the subspace of maximal points of a
continuous dcpo (directed complete poset) [25, 12].

1.2 Injective spaces

Given embeddings of spaces X and Y into computational models C and D, we model con-
tinuous maps X → Y by Scott continuous functions C → D. Therefore it is natural to
demand that the continuous functions C → D capture the continuous maps X → Y , in the
sense that every continuous map of the latter kind (co)extends to a continuous function of
the former kind. Since every continuous map f : X → Y trivially coextends to a continuous
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map f : X → D, we only need to consider extensions of continuous maps f : X → D to
continuous functions f̄ : C → D. This brings us to the subject of injective spaces.

A space D is injective in the ambient category of T0 spaces if every continuous map
f : X → D extends to a continuous map f̄ : Y → D, for any space Y containing X as a
subspace [33, page 99], as illustrated in the diagram below:

X ⊂ j - Y

@
@
@f R ª..

...
..

f̄
D

where j : X ↪→ Y is the inclusion. (Notice that in principle there is nothing canonical
about f̄ .)

A main result in loc. cit. is the characterization of the injective spaces as the continu-
ous lattices endowed with the Scott topology. For example, by the previous discussion, the
continuous endomaps of the continuous lattice Pω capture the continuous maps between any
two second countable T0 spaces [35, page 527].

If one restricts subspace to dense subspace in the definition, one speaks of densely injective
spaces, which are characterized as the continuous Scott domains [15, page 127] (that is,
continuous dcpos with least upper bounds of bounded subsets). A continuous Scott domain
fails to be a continuous lattice only by lacking a (compact) top element [15, pages 52–53] and
the continuous Scott domains coincide with the closed subspaces of the continuous lattices [15,
page 109]. The examples of embeddings given above, except for the ones into the ideal
completion of the rational intervals, Pω and T ω, and the ones about Polish spaces, are
instances of dense embeddings into continuous Scott domains. In fact, these are examples of
dense embeddings of Hausdorff spaces onto subspaces of maximal points of continuous Scott
domains.

Gordon Plotkin [30, page 233] calls a subspace inclusion X ⊆ Y isochordal if for any two
disjoint open sets U,U ′ ⊆ X there are disjoint open sets V, V ′ ⊆ Y with V ∩ X = U and
V ′ ∩X = U ′. For example, every dense embedding is isochordal.

If one restricts subspace to isochordal subspace in the definition, one speaks of isochordally
injective spaces. Plotkin [30, pages 233–234] characterized the second countable isochordally
injective spaces as the countably based coherently complete domains (that is, countably based
continuous dcpos in which every pairwise bounded subset has a least upper bound). A result
by Paul Taylor [40, 2.5.4 and 2.6.4b] implies that the countability hypothesis is not necessary.
An example of isochordal embedding into a coherently complete domain which is not a dense
embedding is given by the embedding of the real line into the ideal completion of the compact
rational intervals ordered by reverse inclusion, defined by x 7→ {[p, q]|p < x < q}.

More generally, if in the definition j ranges over a given class J of embeddings, then one
speaks of injective spaces over J [15, page 121].

1.3 Injective spaces and function spaces

By the above discussion, if j : X → C and k : Y → D are subspace embeddings into injective
spaces, then the continuous functions C → D capture the continuous maps X → Y in the
sense of the (co)extension property. When one considers higher-order maps [X → Y ] → Z,
such as the integration and supremum operators discussed in [11], one is led to consider the
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case in which the function space [C → D] captures the the function space [X → Y ], in the
stronger sense of having it embedded as a subspace, via some continuous (co)extension map
[X → Y ] → [C → D]. By the above remarks, it suffices to consider continuous extension
maps [X → D] → [C → D].

Although in principle there is nothing canonical about the extended map f̄ in the definition
of injective space, this turns out to be the case. In fact, Scott [33, page 116] showed that if D is
injective and j : X → Y is a subspace embedding, then every continuous map f : X → D has
a greatest continuous extension along j, which will be convenient to denote by f/j : Y → D,
given by

f/j(y) =
∨↑

y∈V ∈ΩY

∧
f

(
j−1(V )

)
.

Here hom-sets are ordered by the pointwise ordering induced by the specialization order of
the target space and ΩY is the frame of open sets of Y .

Having established this result, Scott asked whether the greatest-extension map f 7→ f/j is
Scott continuous (very much doubting that this would be the case in general). Here [X → D]
and [Y → D] are endowed with the Scott topology, which coincide with the Isbell topology
if X and Y are exponentiable [26, page 154] (which further coincide with the compact-open
topology if X and Y are locally compact [23, page 61]). Since the greatest-extension map
is a right inverse of the restriction map g 7→ g ◦ j, which is always Scott continuous, the
greatest-extension map is a subspace embedding iff it is Scott continuous, and in this case
[X → D] is a retract of [Y → D].

We show that the greatest-extension map f 7→ f/j is Scott continuous iff D is the trivial
one-point space or j is a proper map in the sense of Hofmann and Lawson [18, page 154].
Briefly, a continuous map j : X → Y is proper if the right adjoint ∀j : ΩX → ΩY of its
associated frame map Ωj : ΩY → ΩX defined by Ωj(V ) = j−1(V ) is Scott continuous.

The terminology “proper” has been used in several slightly distinct senses in the literature1

– see e.g. [4, pages 97–107] [20, page 104] [41] and the remarks by Johnstone [20, page 121] and
Vickers [42, Section 5]. To make things worse, in our case we have the unfortunate ambiguity
of the expression “proper subspace embedding”, which can mean either an embedding onto
a proper subspace or an embedding which is a proper map in the sense just defined. We
have therefore decided to refer to the proper maps in the sense of Hofmann and Lawson as
finitary maps and to the subspaces whose inclusion map is finitary as finitary subspaces.
The terminology “finitary” is borrowed from Banaschewski [3, page 649], who calls a nucleus
on a locale finitary if it is Scott continuous, and it is justified by the fact that a subspace
embedding is finitary iff its induced nucleus is finitary.

In view of the above result on injective spaces and finitary embeddings, we are led to
investigate the finitary subspaces of injective spaces. More concrete characterizations of the
notions of finitary map and finitary subspace are given in the technical development that
follows this introduction. For the time being, we remark that the finitary sober subspaces of
a (densely) injective space D are the sober subspaces X such that Q∩X is compact for every
compact saturated set Q ⊆ D. Also, the finitary sober subspaces of the (densely) injective
spaces are exactly the stably locally compact spaces. This is a consequence of more general
results, including the following.

In the ambient category of sober spaces, the full subcategories of respectively compact,
locally compact, spectral and stably locally compact spaces are closed under the formation

1If X and Y are Hausdorff spaces then all definitions are equivalent.
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of finitary subspaces. Here we don’t assume the Hausdorff separation axiom in the definition
of compactness; a space is compact iff it satisfies the Heine-Borel property. Stably locally
compact spaces are considered in [20, page 313] [17] [38]. Such spaces are called coherent
in [2], but Johnstone [20, page 63] calls coherent the spaces which Vickers [43, page 120] and
Smyth [39, page 649] call spectral.

Also, in this ambient category, for every subspace X of a space Y there is a smallest
finitary subspace X̄ of Y containing X as a subspace, which we refer to as the finitary hull
of X. Moreover, every space has a smallest finitary dense subspace (its support), which is
the finitary hull of its subspace of maximal points. In the stably locally compact case, the
support is the subspace of maximal points iff that subspace is compact.

The above results hold in the more general category of locales. Moreover, the full sub-
category of locales with enough points is closed under the formation of finitary sublocales.
Also, the smallest finitary dense sublocale of a locale is the finitary hull of its smallest dense
sublocale.

1.4 Injective spaces and upper power spaces

Having established that the “good denominators” are the finitary subspace embeddings, one
wonders what the finitarily injective spaces are. We show that they are precisely the algebras
of the upper power space monad in the category of sober spaces (considering the empty set
as a point of the upper power space construction), which coincide with the retracts of upper
power spaces of sober spaces. Moreover, greatest extensions exist and are given by

f/j(y) =
∧

f
(
j−1(↑↑y)

)
.

The full subcategory of locally compact sober spaces is closed under the upper power space
construction. The finitarily injective spaces in this subcategory are the continuous meet-
semilattices with unit, by virtue of the characterization of the algebras given in [32, pages
135 and 140]. The full subcategory of stably compact spaces is also closed under the upper
power space construction. In this subcategory, the finitarily injective spaces are again the
continuous lattices.

1.5 Injective spaces and KZ-monads

The above characterization of the finitarily injective spaces is a particular case of a more
general result on KZ-monads [24] on poset-enriched categories established in the present
paper. Moreover, this result is applied to the lower and upper power locale monads discussed
in [32] (see below). If the underlying functor of the monad is Scott continuous on hom-posets
(which is the case in our applications), the extension map is also Scott continuous, so that we
don’t lose the continuity of the extension map along finitary embeddings when we consider
the larger class of finitarily injective spaces.

1.6 Injective spaces and lower power spaces

In applications of domain theory (see e.g. Scott [35, page 528] and Plotkin [31, page 14]), one
sometimes wishes to consider least extensions. We show that the least continuous extension
along a subspace embedding j : X → Y of an injective-valued map f : X → D exists iff D
is trivial or j is semiopen, in the sense that its associated frame map Ωj : ΩY → ΩX has a
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left adjoint ∃j : ΩX → ΩY . The process of taking least continuous extensions is always Scott
continuous, essentially because ∃j , being a left adjoint, preserves all joins.

By an application of the general result on KZ-monads and a result by Steve Vickers [42,
Proposition 4.6], we conclude that the injective locales over semiopen embeddings are the
algebras of the lower power locale monad. It is plausible the same result holds for the
injective spaces over semiopen embeddings, but we don’t pause to check whether this is the
case.

1.7 Injective spaces and Kan extensions

By definition, f/j is the greatest continuous map g : Y → D such that g ◦ j = f . Scott [33,
page 116] remarked that f/j is in fact the greatest continuous map g such that g ◦ j ≤ f .
This shows that f/j is the right Kan extension of f along j. The general definition of a Kan
extension of a functor can be found in [7, page 39] and [27, page 232], and its specialization
to a monotone map can be found in [1, page 22]. In this paper we consider Kan extensions
of arrows of poset-enriched categories.

By virtue of Scott’s remark, D is injective iff for every subspace embedding j : X → Y
the restriction map g 7→ g ◦ j : hom(Y, D) → hom(X, D) has an injective right adjoint
f 7→ f/j : hom(X, D) → hom(Y, D). We make this characterization into a definition of right
injective object in a poset-enriched category. By omitting the injectivity condition on the
right adjoint, we obtain a definition of right Kan object; this means that in general we only
have (f/j) ◦ j ≤ f . Similarly, we obtain definitions of left Kan and left injective objects.

We show that every injective space over subspace embeddings is a right Kan space over
arbitrary continuous maps. Similarly, every right injective space over finitary embeddings is
a right Kan space over arbitrary finitary maps, and every left injective locale over semiopen
embeddings is a left Kan locale over arbitrary semiopen maps.

1.8 Injective spaces and dense embeddings

The above results on greatest extensions and continuity of the extension map generalize
to densely injective spaces. Also, the injective spaces over finitary dense embeddings are
characterized via an application of the above result on KZ-monads to the upper power space
monad without the empty set as a point of the upper power space construction.

1.9 Injective spaces and isochordal embeddings

Unfortunately, the isochordally injective spaces fail to enjoy both the least- and greatest-
extension properties, as simple counter-examples which can be safely left to the reader show.

2 Kan objects in poset-enriched categories

2.1 Poset-enriched categories

A poset-enriched category is a category whose hom-sets are posets and whose composition
operation is monotone. A poset-functor between poset-enriched categories is a functor which
is monotone on hom-posets. A poset-functor F : X → A is poset-faithful if Uf ≤ Ug in A
implies f ≤ g in X.
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The main example of a poset-enriched category is Poset, the category of posets and
monotone maps with hom-sets ordered pointwise. If X is any category and U : X → Poset
is a faithful functor, then there is a unique way of making X into a poset-enriched category
so as to also make U into a poset-faithful functor, given by the definition

f ≤ g in X iff Uf ≤ Ug in Poset,

because one direction of the definition is equivalent to saying that U is a poset-functor and
the other is equivalent to saying that U is poset-faithful.

Our main example of such a situation is given by the category Sp0 of T0 topological spaces
and continuous maps with U the specialization-order functor. The specialization order [15,
page 123] [20, page 45] on the points of a space X is defined by x ≤ y iff every neighborhood
of x is a neighborhood of y iff x belongs to the closure of {y}. This definition makes ≤ into
a reflexive and transitive relation, which is antisymmetric iff X is T0. Also, it is clear from
the definition that any continuous map preserves this preorder. Then the functor in question
sends a T0 space to its set of points ordered by the specialization order, and a continuous map
to itself. Thus, the induced poset-enrichment in Sp0 is given simply by f ≤ g in hom(X, Y )
iff f(x) ≤ g(x) for all x ∈ X.

Definition 2.1.1 Let X be a poset-enriched category, I be any category, F : I → X be
a functor, and P ∈ X be a limit of F with projections {πi : P → Fi}i∈I. Then there is
a bijection between the set of cones under X and the set hom(X, P ), which sends the cone
{gi : X → Fi}i∈I to the unique g : X → P such that gi = πi ◦ g for all i ∈ I. We say that the
given limit is a poset-limit if the above bijection is an order-isomorphism for each X, where
cones under X are ordered by {gi : X → Fi}i∈I ≤ {hi : X → Fi}i∈I iff gi ≤ hi for all i ∈ I. ¤

This notion is a particular case of the general notion of V-limit in a V-enriched category,
which can be found in e.g. [7, page 7].

All limits in Poset are poset-products, and the same holds for Sp0, poset-enriched as
above, because the specialization-order functor U : Sp0 → Poset preserves limits.

2.2 Adjunctions between objects of poset-enriched categories

For a complete account to adjunctions between posets the reader is referred to [15] or [2].
In this subsection we fix terminology and basic facts about adjunctions between objects of
poset-enriched categories.

An adjunction between objects X and Y of a poset-enriched category is a pair of arrows
l : X → Y and r : Y → X such that l◦r ≤ idY and idX ≤ r◦ l. Such an adjunction is denoted
by l a r, and l and r are said to be respectively left and right adjoint to each other. In an
adjunction l a r, each adjunct l and r is uniquely determined by the other.

An adjunction l a r is reflective if l ◦ r = idY , and it is coreflective if idX = r ◦ l. A
poset-functor F preserves adjunctions in the sense that l a r implies Fl a Fr; moreover, if F
is poset-faithful then it reflects adjunctions in the sense that l a r whenever Fl a Fr.

Adjunctions compose in the sense that if l : X → Y , l′ : Y → Z, r : Y → X and
r′ : Z → Y are arrows with l a r and l′ a r′, then l′ ◦ l a r ◦ r′.
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2.3 Kan extensions of arrows of poset-enriched categories

We first briefly specialize the definition of Kan extension [7, page 39] [27, page 232] from func-
tors to monotone maps (cf. [1, page 22]), and then we consider its (immediate) generalization
to arrows of poset-enriched categories.

Let j : X → Y and f : X → D be monotone maps between posets. A right Kan
extension of f along j is a monotone map f/j : Y → D such that

(Kan1) (f/j) ◦ j ≤ f

(Kan2) g ◦ j ≤ f for g : Y → D implies g ≤ f/j.

Inequality (Kan1) is illustrated in the following diagram:

X
j - Y

@
@
@f R

≥
ª¡
¡
¡
f/j

D

Dually, we obtain the definition of left Kan extension by reversing the inequalities. We denote
the left Kan extension of f along j by f\j whenever it exists.

By definition, the right Kan extension of f along j, if it exists, is the greatest map
g : Y → D such that g ◦ j ≤ f . This is equivalent to saying that for all g : Y → D,

g ◦ j ≤ f iff g ≤ f/j,

which shows that right Kan extensions along a fixed j : X → Y exist for all f : X → D iff
the composition map

g 7→ g ◦ j : hom(Y, D) → hom(X,D)

has a right adjoint
f 7→ f/j : hom(X,D) → hom(Y, D).

In [7] and [27], f/j and f\j are denoted by Ranjf and Lanjf respectively. Our notation
makes the basic properties of Kan extensions easier to remember, because they resemble the
properties of quotients (cf. Theorem 2.3.3 below).

The above definition formally applies to arrows between objects of poset-enriched cate-
gories. Before considering this generalization, we consider some basic properties which make
sense only for monotone maps between posets. Proposition 2.3.1 and 2.3.2 are obtained by
specializing the corresponding results in loc. cit. from functors to monotone maps.

Kan extensions generalize adjunctions, as Proposition 2.3.1, Theorem 2.3.4 and Corol-
lary 2.3.5 below show:

Proposition 2.3.1 A monotone map f : X → D has a right Kan extension along a mono-
tone map j : X → Y if the set f(j−1(↑↑y)) has a meet in D for each y ∈ Y , and in this case
it is given by

f/j(y) =
∧

f
(
j−1(↑↑y)

)
.

An order-embedding [5, page 10] is a monotone map j : X → Y which reflects order in the
sense that j(x) ≤ j(x′) implies x ≤ x′. The following proposition shows that the right Kan
extension f/j is an actual extension if j is an order-embedding:
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Proposition 2.3.2 If j : X → Y is an order-embedding and f : X → D is a monotone
map with a right Kan extension along j, then (f/j) ◦ j = f.

We now prove the facts that generalize to Kan extensions of arrows of poset-enriched
categories.

Theorem 2.3.3 Let j : X → Y , k : Y → Z, f : X → D, and r : D → E be arrows of a
poset-enriched category. Then the following properties hold whenever the right Kan extensions
f/j, (f/j)/k and f/(k ◦ j), f/f and (r ◦ f)/j exist:

1. f/idX = f ,

2. (f/j)/k = f/(k ◦ j),

3. idD ≤ f/f = (f/f) ◦ (f/f)

(if idD = f/f then f is said to be codense [27, page 242]),

4. r ◦ (f/j) ≤ (r ◦ f)/j, equality holding if r has a left adjoint.

These (in)equations are illustrated in the following diagrams:

X
idX - X

@
@

@
@

f
R

=

ª¡
¡

¡
¡

f

X

X
j - Y

k - Z

@
@

@
@

≥
f

R ª¡
¡

¡
¡≥

(f/j)/k = f/(k ◦ j)

D
?

f/j

X
f - D

@
@

@
@

f
R

≥
ª¡

¡
¡

¡

f/f ≥ idD

D

X
j - Y

@
@

@
@

f

R

A
A
A
A
A
A
A
A
A
A
A

=
r ◦ f

U

≥
ª¡

¡
¡

¡
f/j

®¢
¢
¢
¢
¢
¢
¢
¢
¢
¢
¢

≤
(r ◦ f)/j

D

E
?

r

Proof (1): Trivial. (2): By two applications of (Kan1), ((f/j)/k) ◦ k ◦ j ≤ (f/j) ◦ j ≤ f .
By (Kan2), (f/j)/k ≤ f/(k ◦ j). In the other direction, (f/(k ◦ j)) ◦ k ◦ j ≤ f by (Kan1). By
two applications of (Kan2), f/(k ◦ j) ≤ (f/j)/k.

(3): Since idD ◦ f ≤ f , we conclude that idD ≤ f/f by (Kan2). By monotonicity of composi-
tion, f/f ≤ (f/f) ◦ (f/f). In the other direction, (f/f) ◦ (f/f) ◦ f ≤ (f/f) ◦ f ≤ f by two
applications of (Kan1). Therefore (f/f) ◦ (f/f) ≤ f/f by (Kan2).

(4): r ◦ (f/j) ◦ j ≤ r ◦ f by (Kan1). Therefore r ◦ (f/j) ≤ (r ◦ f)/j by (Kan2). In order to
establish the inequality in the other direction, assume that r has a left adjoint l. By (Kan1),
((r ◦ f)/j) ◦ j ≤ r ◦ f . By composing with l on the left and using the fact that l ◦ r ≤ idY ,
l ◦ ((r ◦ f)/j) ◦ j ≤ l ◦ r ◦ f ≤ f . Hence l ◦ ((r ◦ f)/j) ≤ f/j by (Kan2). By composing with r
on the left, r ◦ l ◦ ((r ◦ f)/j) ≤ r ◦ (f/j). But idX ≤ r ◦ l. Therefore (r ◦ f)/j ≤ r ◦ (f/j). ¤
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Item (4) generalizes [33, Lemma 3.9], whose statement amounts to the equation
j ◦ (g/e) = (j ◦ g)/e, from greatest extensions to right Kan extensions (and from coreflective
adjunctions to adjunctions).

Theorem 2.3.4 Let l : Y → X and r : X → Y be arrows of a poset-enriched category.

1. If l a r then every arrow f : X → D has a right Kan extension along r given by
f/r = f ◦ l. In particular, l = idX/r.

2. If idX and r have right Kan extensions along r and r ◦ (idX/r) = r/r, then idX/r a r.

Proof (1): f ◦ l ◦ r ≤ f because l ◦ r ≤ idX by definition of adjunction. This establishes
(Kan1). Assume that g ◦ r ≤ f for g : Y → D. Since g ◦ r ◦ l ≤ f ◦ l and since idY ≤ r ◦ l by
definition of adjunction, we conclude that g ≤ f ◦ l. This establishes (Kan2). The particular
case follows by taking D = X and f = idX .

(2): By (Kan1), (idX/r)◦r ≤ idX . This establishes one half of the adjunction. Since r/r ≥ idY

by Theorem 2.3.3(3), we conclude that r ◦ (idX/r) ≥ idY by the hypothesis and transitivity,
which establishes the other half. Therefore idX/r a r. ¤

Corollary 2.3.5 The arrow r : X → Y has a left adjoint iff idX and r have a right Kan
extension along r and the condition r ◦ (idX/r) = r/r holds, and in this case it is idX/r.
Proof If l a r then r ◦ (idX/r) = r ◦ (idX ◦ l) = r ◦ l = r/r by Theorem 2.3.4(1). The
converse is Theorem 2.3.4(2). ¤

2.4 Kan objects in poset-enriched categories

Let X be a poset-enriched category and J be any subcategory of X.

Definition 2.4.1 Let D be an object of X.

1. D is a right Kan object over J if for each j : X → Y in J the composition map

◦j : hom(Y, D) → hom(X,D)

has a right adjoint
/j : hom(X, D) → hom(Y,D),

also denoted by RanD
j .

2. D is a right injective object over J if in addition the right adjoint is an injective
function, which means that the right Kan extension f/j is an actual extension, in the
sense that (f/j) ◦ j = f .

Left Kan objects and left injective objects are defined dually (at the level of hom-posets), and
left-Kan-extension maps are denoted by LanD

j . ¤
Let X/J denote the subcategory of X consisting of right Kan objects over J and right

adjoints between them. The following is a corollary of Theorem 2.3.3:

Proposition 2.4.2 The equations

Ran(X,D) = hom(X,D)

Ran(j : X → Y, r : D → E) = f 7→ r ◦ f/j : hom(X,D) → hom(Y,E)

define a functor Ran : J ×X/J → Poset.

Notice that RanD
j = Ran(j, idD).
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2.4.1 Kan objects and retractions

A retraction of an arrow s : Y → X is an arrow r : X → Y with r ◦ s = idY and a section
of an arrow r : X → Y is an arrow s : Y → X such that r ◦ s = idY . An object Y is a retract
of an object X iff there is a section s : Y → X iff there is a retraction r : X → Y .

Lemma 2.4.3 If an object is right Kan (resp. right injective) over J , so is any of its retracts.
Moreover, if r : D → E has a section s : E → D with D right Kan and j : X → Y is a
member of J , then for every f : X → E the right Kan extension f/j : Y → E is given by

f/j = r ◦ ((s ◦ f)/j).

The construction of f/j is illustrated in the following diagram:

X
j - Y

@
@

@
@

f

R

A
A
A
A
A
A
A
A
A
A
A

s ◦ f

U

ª¡
¡

¡
¡

f/j

®¢
¢
¢
¢
¢
¢
¢
¢
¢
¢
¢

(s ◦ f)/j
E

D

s

?

6

r

Proof Let f/j be defined by the above equation. By monotonicity of composition,

(f/j) ◦ j = r ◦ ((s ◦ f)/j) ◦ j

≤ r ◦ s ◦ f because ((s ◦ f)/j) ◦ j ≤ s ◦ f by Kan1

= idE ◦ f = f,

equality holding if D is right injective. This establishes Kan1. Let g : Y → E with g ◦ j ≤ f .
By monotonicity of composition, s◦g ◦ j ≤ s◦f . By Kan2, s◦g ≤ (s◦f)/j. By monotonicity
of composition, r ◦ s ◦ g ≤ r ◦ ((s ◦ f)/j). But r ◦ s = idE . Hence g ≤ f/j, which establishes
Kan2. Therefore E is right Kan, and right injective if D is. ¤

Notice that the following lemma does not hold for right Kan objects:

Lemma 2.4.4 If D is injective over J and j : D → Y in J then D is a retract of Y .
Proof By definition of injectivity, there is some extension of idD along j, which means
that j is a section. ¤

2.4.2 Kan objects and products

Lemma 2.4.5 If each component of a poset-product is a right Kan (resp. right injective)
object over J , so is the product. Moreover, if E =

∏
i∈I Di is such a product with projections

pi : E → Di and j : X → Y is a member of J , then for every arrow f : X → E, the right
Kan extension f/j : Y → E is given by

f/j = 〈(pi ◦ f)/j〉i∈I .

11



Proof Let f/j be defined by the above equation. By Definition 2.1.1,

(f/j) ◦ j = 〈(pi ◦ f)/j〉i∈I ◦ j

= 〈(pi ◦ f)/j ◦ j〉i∈I

≤ 〈pi ◦ f〉i∈I because (pi ◦ f)/j ◦ j ≤ pi ◦ f by Kan1

= f,

equality holding if each Di is right injective. This establishes Kan1. Let g : Y → E with
g ◦ j ≤ f . By monotonicity of composition, pi ◦ g ◦ j ≤ pi ◦ f . By Kan2 pi ◦ g ≤ (pi ◦ f)/j. By
Definition 2.1.1, 〈pi ◦ g〉i∈I ≤ 〈(pi ◦ f)/j〉i∈I . But 〈pi ◦ g〉i∈I = g. This means that g ≤ f/j,
which establishes Kan2. Therefore E is right Kan, and right injective if each Di is. ¤

2.4.3 Kan objects and inverse limits

Let ∆ be a directed set considered as a category in the usual way [27, page 11] and F : ∆op →
X be a functor onto right Kan objects over J and right adjoints. For all m ≤ n in ∆, define

Dm = F (m) rmn = F (m → n) : Dn → Dm,

where m → n is the unique arrow from m to n. Then for all m ≤ n ≤ p ∈ ∆,

rmm = idDm rmn ◦ rnp = rmp.

The following proposition and its proof generalize [33, Proposition 4.1]:

Proposition 2.4.6 If F : ∆op → X has a poset-limiting cone

D∞

ª¡
¡
¡pm @

@
@
pn

R
m ≤ n ∈ ∆

Dm
¾

rmn
Dn

then D∞ is a right Kan object over J , and it is a right injective object over J if each Dm is.
Proof Let j : X → Y in J and f : X → D∞ be any arrow. In order to show that f has a
right Kan extension along j, we first check that

Y

ª¡
¡
¡(pm ◦ f)/j @

@
@
(pn ◦ f)/j
R

m ≤ n ∈ ∆

Dm
¾

rmn
Dn

is a cone:

rmn ◦ ((pn ◦ f)/j) = (rmn ◦ pn ◦ f)/j by Theorem 2.3.3(4)

= (pm ◦ f)/j by the given limiting cone.

We then use the same argument as in Lemma 2.4.5 to show that f has a right Kan extension
along j given by

f/j = 〈(pm ◦ f)/j〉m∈∆ ,

which is an actual extension if each Dm is right injective. Therefore D∞ is right Kan, and
right injective if each Dm is. ¤

12



2.4.4 Kan objects and adjunctions between poset-enriched categories

Let A be a poset-enriched category and K be any class of arrows of A.

Lemma 2.4.7 Let F : X → A and G : A → X be poset-functors with F a G. If F(J) ⊆ K
then G maps right Kan (resp. right injective) objects over K to right Kan (resp. right injective)
objects over J . Moreover, if D is a right Kan object over K, g : X → GD is any arrow, and
j : X → Y is a member of J , then

g/j = φ
(
φ−1(g)/Fj

)
,

where
φ = φX,D : hom(FX, D) → hom(X,GD)

is the natural isomorphism which specifies the adjunction F a G.
Proof First, notice that φ is an order-isomorphism, because if ηX : X → GFX is the unit
of the adjunction then φ(f) = Gf ◦ ηX [27, page 80, Equation (5)], which shows that φ is a
monotone map as G is a poset-functor and composition is monotone. Let g/j be defined by
the above equation. Then

(g/j) ◦ j = φ(φ−1(g)/Fj) ◦ j

= φ((φ−1(g)/Fj) ◦ Fj) by [loc. cit., page 79, Equation (3)]

≤ φ(φ−1(g)) by Kan1

= g,

equality holding if D is right injective. This establishes Kan1. Now assume that h ◦ j ≤ g
for h : X → GD. Then φ−1(h ◦ j) ≤ φ−1(g). But φ−1(h ◦ j) = φ−1(h) ◦ Fj by [loc. cit.,
Equation (4)]. Hence φ−1(h) ≤ φ−1(g)/Fj by Kan2, and h ≤ φ(φ−1(g)/Fj) = g/j. This
establishes Kan2, which shows that g/j is a right Kan extension of f along j, being an actual
extension if D is injective. ¤

We shall apply both this lemma and its symmetric version, which states that if G(K) ⊆ J
then F maps right Kan (resp. right injective) objects over J to right Kan (resp. right injective)
objects over K.

2.4.5 Kan objects and cartesian closed categories

Here we assume that X has finite products. An object X of X is exponentiable if the functor
×X : X → X has a right adjoint, which we shall denote by [X → ]. The following lemma

generalizes [20, Lemma 4.10]:

Lemma 2.4.8 Let X be an object of X and assume that j × idX : Y × X → Z × X in J
for each j : Y → Z in J . If X is exponentiable then the functor [X → ] preserves right Kan
(resp. right injective) objects over J .
Proof This is a particular case of Lemma 2.4.7. ¤
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A category is cartesian closed if it has finite products and every object is exponentiable [27,
page 95].

Corollary 2.4.9 Assume that j × idX : Y ×X → Z ×X in J for all j : Y → Z in J and
X ∈ X. If the right Kan (resp. right injective) objects over J are exponentiable, then they
form a cartesian closed full subcategory.

2.5 Right injective spaces

Scott [33] proved that the injective T0 spaces (over subspace embeddings) are the continuous
lattices endowed with the Scott topology by the following chain of deductions: (1) Sierpinski
space is injective. (Sierpinski space is the space S with points ⊥ and > such that {>} is open
but {⊥} is not). (2) The cartesian product of any number of injective spaces is injective. (3) A
retract of an injective space is injective. (4) Every T0 space can be embedded into an injective
space; in fact, into a cartesian power of Sierpinski space. (We can let I be the set of open
sets of X and define an embedding j : X → SI by j(x)(U) = > iff x ∈ U .) (5) An injective
space is a retract of every space of which it is a subspace – cf. Lemma 2.4.4. (6) Therefore
the injective spaces are exactly the retracts of the cartesian powers of Sierpinski space. (7) A
finite lattice is a continuous lattice. (8) The cartesian product of any number of continuous
lattices is a continuous lattice with Scott topology agreeing with the product topology. (9) A
retract of a continuous lattice is a continuous lattice with the subspace topology agreeing
with the Scott topology. (10) Every continuous lattice is an injective space under the Scott
topology. (11) Therefore the injective spaces are exactly the continuous lattices.

In fact, Scott [loc. cit., page 116] proved more, namely that every continuous lattice is
what we call a right injective space (over subspace embeddings), which shows that the injective
spaces coincide with the right injective spaces. But notice that Lemmas 2.4.3, 2.4.4 and 2.4.5,
together with Lemma 2.5.2 below also give a proof of this fact, which does not refer to the
definition of continuous lattice. Notice also that the proof of the fact that a cartesian power of
injective spaces is injective depends on the Axiom of Choice, which is not necessary to prove
that a cartesian power of right injective spaces is right injective (Lemma 2.4.5), because in
the latter case we have canonical extensions available.

Definition 2.5.1 If X is a space then ΩX denotes its lattice of open sets ordered by inclu-
sion. Let f : X → Y be a continuous map. Then the equation

Ωf(V ) = f−1(V )

gives rise to a well-defined function Ωf : ΩY → ΩX, by continuity of f . Since Ω preserves all
joins, it has a right adjoint, denoted by ∀f : ΩX → ΩY , which has to be given by

∀f (U) =
⋃
{V ∈ ΩY |Ωf(V ) ⊆ U}. ¤

There is a bijection between hom(X, S) and ΩX, given by f 7→ Ωf(>). Let U 7→ χU denote
its inverse. Since f ≤ g in hom(X, S) iff Ωf(>) ⊆ Ωg(>) in ΩX, this bijection is an order-
isomorphism.

Lemma 2.5.2 Sierpinski space is a right Kan space over arbitrary continuous maps and
a right injective space over subspace embeddings. Moreover, for every U ∈ ΩX and every
continuous j : X → Y , the right Kan extension of χU : X → S along j is given by

χU /j = χ∀j(U)
.

14



Proof χV ◦ j = χ
j−1(V )

= χ
Ωj(V )

for all V ∈ ΩY . Hence g 7→ g ◦ j has a right adjoint
iff Ωj has a right adjoint, which is always the case. This shows that S is right Kan over
arbitrary continuous maps and establishes the above equation. Moreover, ∀j is injective iff
Ωj is surjective iff j is a subspace embedding. Therefore S is right injective over subspace
embeddings (and only over subspace embeddings). ¤
The following proposition shows that the injective and the right injective spaces coincide:

Proposition 2.5.3 The right injective spaces over subspace embeddings are the retracts of
cartesian powers of Sierpinski space.
Proof Such a retract is right injective by Lemma 2.4.3. If D is right injective then, being a
T0 space, it can be embedded into a cartesian power of Sierpinski space, which is right injective
by Lemmas 2.5.2 and 2.4.5. But then it is a retract of the cartesian power, by Lemma 2.4.4. ¤

Proposition 2.5.4 Every (right) injective space over subspace embeddings is a right Kan
space over arbitrary continuous maps.
Proof By Lemmas 2.5.2, 2.4.5, and 2.4.3, the retracts of cartesian powers of Sierpinski
space are right Kan spaces over arbitrary continuous maps. ¤

Is the converse true? We don’t know.

2.6 A remark on Scott’s extension process

Scott’s formula
f/j(y) =

∨↑

y∈V ∈ΩY

∧
f

(
j−1(V )

)

discussed in the introduction not only produces the greatest extension of f : X → D along a
subspace embedding j : X → Y , where D is a continuous lattice, but also produces the right
Kan extension of f along any continuous map j : X → Y .

In fact, by turning some equalities into inequalities, the proof given in [33, pages 109–
110] covers this generalized situation. Moreover, essentially the same proof establishes the
following proposition, which has the claim as a corollary:

Proposition 2.6.1 Let Y and D be T0 spaces with D injective and let g : Y → D be a
monotone function with respect to the specialization orders of Y and D. Then there is a
greatest continuous map g : Y → D pointwise below g, given by

g(y) =
∨↑

y∈V ∈ΩY

∧
g(V ).

Moreover, g agrees with g at every point of continuity of g.

We refer to g as the continuous coreflection of g.

Corollary 2.6.2 For every injective-valued continuous map f : X → D and every contin-
uous map j : X → Y , the right Kan extension of f along j is the continuous coreflection of
the right Kan monotone extension of f along j.
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2.7 Continuity of the right-Kan-extension map for right injective spaces

Definition 2.7.1 A continuous map f : X → Y is finitary if the function ∀f : ΩX → ΩY
is Scott continuous (cf. Definition 2.5.1). ¤

We say that a T0 space is non-trivial if it contains at least two distinct points.

Theorem 2.7.2 The following are equivalent for any continuous map j : X → Y :

1. RanD
j : [X → D] → [Y → D] is Scott continuous for each injective space D.

2. RanSj : [X → S] → [Y → S] is Scott continuous.

3. RanD
j : [X → D] → [Y → D] is Scott continuous for some non-trivial injective space D.

4. j is a finitary map.
Proof The implications (1) ⇒ (2) ⇒ (3) are trivial.

(2) ⇔ (4): It is clear from Lemma 2.5.2 that RanSj is Scott continuous iff ∀j is Scott
continuous.

(3) ⇒ (2): Since D is non-trivial, S can be embedded into D by ⊥S 7→ ⊥D and >S 7→ >D.
Since S is right injective by Lemma 2.5.2, it is a retract of D by Lemma 2.4.4. Therefore
RanSj is Scott continuous by Lemma 2.4.3.

(2) ⇒ (1): Being a T0 space, D can be embedded into a cartesian power of S, say SI , and
hence it is a retract of SI by Lemma 2.4.4. By Lemma 2.4.5, RanSI

j is Scott continuous. But
then so is RanD

j , by Lemma 2.4.3. ¤

Corollary 2.7.3 For all continuous maps j : X → Y and all injective spaces D, the map
RanD

j : [X → D] → [Y → D] is Scott continuous iff D is trivial or j is finitary.
Proof This is an immediate consequence of Theorem 2.7.2, because if D is trivial then D
is a one-point space and hence RanD

j is a constant map. ¤

2.8 Existence of left Kan extensions for injective spaces

Definition 2.8.1 A continuous map f : X → Y is semiopen if the function Ωf : ΩY → ΩX
has a left adjoint, denoted by ∃j : ΩX → ΩY (cf. Definition 2.5.1). ¤

Theorem 2.8.2 The following are equivalent for any continuous map j : X → Y :

1. LanD
j : [X → D] → [Y → D] exists for each injective space D.

2. LanSj : [X → S] → [Y → S] exists.

3. LanD
j : [X → D] → [Y → D] exists for some non-trivial injective space D.

4. j is a semiopen map.

Moreover, in this case the left-Kan-extension maps are Scott continuous, and they produce
actual extensions if j is a subspace embedding.
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Proof Similar to the proof of Theorem 2.7.2. First, with a proof similar to that of
Lemma 2.5.2, we show that the following holds: A continuous map χU : X → S has a
left Kan extension along a continuous map j : X → Y iff j is semiopen. Moreover, in this
case the left Kan extension χU \j : Y → S is given by

χU \j = χ∃j(U)
,

and it is an actual extension iff j is a subspace embedding. ¤

2.9 Right injective spaces over dense embeddings

We omit the details of the (routine) proofs of the following facts:

1. The right injective spaces over dense embeddings are the closed subspaces of the right
injective spaces. Therefore the right injective spaces over dense embeddings are the
continuous Scott domains endowed with the Scott topology.

2. The right injective spaces over dense embeddings are right Kan spaces over continuous
maps with dense image.

(Use Proposition 2.5.4 and (1) above).

3. The results of Section 2.6 hold for densely injective spaces.

(Scott’s formula gives rise to a well-defined function f/j. In fact, by density, j−1(V ) is
non-empty for every non-empty V ∈ ΩY , and hence the meet is well-defined).

4. Theorem 2.7.2 and Corollary 2.7.3 hold for densely injective spaces.

(Use (1) above).

5. Theorem 2.8.2 holds for densely injective spaces.

(Every continuous Scott domain D is semiopenly embedded in the continuous lattice
D> which results from adding a (compact) top element to D. In fact, let j : D → D>

be the inclusion. Then Ωj(V ) = V \{>}, and it is easy to see that Ωj has a left adjoint
∃j : ΩD → ΩD> given by ∃j(U) = ↑↑D> U , or, equivalently, ∃j(U) = U ∪ {>} if U is
non-empty and ∃j(∅) = ∅).

3 Finitary sublocales and subspaces

3.1 Finitary sublocales

The results on finitary sublocales discussed in this subsection are transferred to finitary sober
subspaces in Section 3.2 below, via the usual adjunction between the category of locales and
the category of spaces.

We assume some familiarity with the terminology and basic results on frames and locales
as described in [20] or [43]. Recall that a frame is a complete lattice in which finite meets
distribute over arbitrary joins, and that a frame homomorphism preserves finite meets and
arbitrary joins. The category of spaces and continuous maps is denoted by Sp, the category
of frames and frame homomorphisms is denoted by Frm, and the opposite of Frm is denoted
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by Loc. The objects of Loc are referred to as locales, and its arrows of are referred to as
continuous maps.

A nucleus [20, page 49] on a locale A is a map j : A → A such that

(N1) a ≤ j(a) (N2) j(a ∧ b) = j(a) ∧ j(b) (N3) j(j(a)) ≤ j(a).

By (N2), a nucleus is monotone, and hence by (N1) and (N3) it is idempotent. Therefore
a nucleus is a closure operator (an idempotent monotone map above the identity) which
preserves binary meets. A nucleus is finitary if it preserves directed joins [3, page 649].

A sublocale [20, page 50] of a locale A is a locale of the form Aj = j(A) = {j(a)|a ∈ A}
for some nucleus j : A → A. A finitary sublocale is a sublocale induced by a finitary
nucleus.

The following two lemmas are applied in Section 3.2. We include them at this point for
the sake of motivation:

Lemma 3.1.1 A subspace embedding j : X → Y is finitary iff the induced nucleus

jX
def= ∀j ◦ Ωj : ΩY → ΩY

is finitary.
Proof If ∀j is finitary so is jX because Ωj preserves all joins. Conversely, if jX is finitary
then ∀j preserves directed joins because jX is a Scott continuous idempotent and Ωj is a
Scott continuous surjection [2, Proposition 3.17]. ¤

A space is sober iff every completely prime filter of open sets is the open neighborhood
filter of a unique point [20, page 43]. A locale A is called spatial (or said to have enough
points) [20, page 43] if for all a and b in A with a 6≤ b there is a completely prime filter F ⊆ A
with a ∈ F but b /∈ F . The category of sober spaces and continuous maps is denoted by Sob.
The categories of spatial locales and sober spaces are equivalent.

Lemma 3.1.2 For any sober space Y there is an inclusion-preserving bijection between sober
subspaces of Y and spatial sublocales of ΩY . Moreover, the above bijection can be given by
the map which sends a sober subspace X to the nucleus jX defined by

jX = ∀j ◦ Ωj,

where j : X → Y is the inclusion. Its inverse sends a nucleus j to the subspace Xj defined by

Xj = {y ∈ Y |∀U ∈ ΩY : y ∈ j(U) ⇒ y ∈ U} = {y ∈ Y |y /∈ j (Y \↓↓y)} .

Proof See [28, pages 504–505]. ¤

3.1.1 Spatial locales

Lemma 3.1.3 Let Aj be a finitary sublocale of a locale A. If F is a Scott open filter in A
then j(F) is a Scott open filter in Aj.
Proof First, notice that j(F) ⊆ F , because id ≤ j and F is an upper set in A. Let a ∈ j(F)
and b ∈ Aj with a ≤ b. Since a ∈ F and F is a filter, b ∈ F . It follows that b ∈ j(F), because
b = j(b). Hence j(F) is an upper set in Aj . Now let a, b ∈ j(F) and a′, b′ ∈ F with a = j(a′)
and b = j(b′). Since a′ ∧ b′ ∈ F as F is a filter and since a ∧ b = j(a′) ∧ j(b′) = j(a′ ∧ b′), it
follows that a ∧ b ∈ j(F). Therefore j(F) is a filter. Finally, let

∨
and

∨
j denote the join
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operations of A and Aj respectively, and let ∆ ⊆ Aj be a directed set with
∨

j ∆ ∈ j(F).
We know that

∨
j ∆ = j (

∨
∆) [20, page 49]. Since j is finitary, j (

∨
∆) =

∨
j(∆). Therefore∨

j ∆ =
∨

∆, because j(∆) = ∆ as ∆ ⊆ Aj . Since j(F) ⊆ F and F is Scott open in A, there
is some b ∈ ∆ with b ∈ F . Hence j(b) ∈ j(F). But j(b) = b, because b ∈ ∆ ⊆ Aj . Therefore
j(F) is Scott open in Aj . ¤
The following is the only result in Section 3.1 that makes use of the Axiom of Choice (in the
form of Zorn’s Lemma):

Theorem 3.1.4 Spatial locales are closed under the formation of finitary sublocales.
Proof Let a 6≤ b in Aj for some finitary nucleus j : A → A on a spatial locale A. Then
a 6≤ b in A. Since A is spatial, there is a completely prime filter F ⊆ A with a ∈ F but
b /∈ F . Since F is Scott open, so is j(F) by Lemma 3.1.3. Since j(F) ⊆ F and b = j(b), we
have that b /∈ j(F). Hence we may use Zorn’s Lemma to enlarge j(F) to a Scott open filter
G maximal amongst those not containing b, because a directed union of Scott open filters is
a Scott open filter. By Lemma VII-4.3 of [20, pages 310–311], which states that every Scott
open filter G maximal amongst Scott open filters not containing b is prime, recalling that a
filter is completely prime iff it is prime and Scott open [15, page 257], we conclude that G is
a completely prime filter not containing b. But a ∈ j(F) ⊆ G. Therefore Aj is spatial. ¤

3.1.2 Stably locally compact locales

A locale A is compact [20, page 80] if its top element 1 is compact in the sense that 1 ¿ 1,
and it is locally compact if it is a continuous lattice [20, page 310] [15, page 270].

Remark 3.1.5 The classes of compact locales and locally compact locales are closed under
the formation of finitary sublocales.
Proof (1): A nucleus is a closure operator, and the corestriction of a Scott continuous
closure operator to its image preserves compact elements [15, page 87]. (2): The image of
a Scott continuous idempotent defined on a continuous lattice is a continuous lattice [15,
page 63]. ¤

A meet-semilattice is stably continuous [20, page 296] if it is continuous, 1 ¿ 1, and
its way-below relation is multiplicative, in the sense that x ¿ y and x ¿ z together imply
x ¿ y ∧ z. A locale is stably locally compact if it is stably continuous [20, page 313] [38,
page 321]. A locale is spectral [43, pages 119–120] if it is algebraic and the compact elements
form a sublattice. Since it suffices that the compact elements form a meet-semilattice, we see
that every spectral locale is stably locally compact.

Lemma 3.1.6

1. Let D and E be dcpos with binary meets and l : E → D be a map which preserves
binary meets and has a Scott continuous injective right adjoint r : D → E. If E is a
continuous poset with multiplicative way-below relation, so is D.

2. Let E be a poset with binary meets and j : E → E be a Scott continuous, meet-preserving
closure operator. If E is a continuous poset with multiplicative way-below relation, so
is j(E) with the inherited order.
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Proof (1): D is a retract of E because r, being a right adjoint, is injective iff l ◦ r = idD.
Hence D is a continuous dcpo with binary meets [2, Proposition 3.1.3, Theorem 3.1.4].

Assume that x ¿ y and x ¿ z in D. Since l ◦ r = idD, we have that x ¿ l(r(y))
and x ¿ l(r(y)). Since D and E are continuous and l is Scott continuous (it preserves all
joins), by the so-called ε − δ characterization of Scott continuity [2, Proposition 2.2.11] [15,
pages 112 and 119], there are y′ ¿ r(y) and z′ ¿ r(z) in E such that already x ¿ l(y′)
and x ¿ l(z′) in D. By multiplicativity of the way-below relation of E and the fact that
r is a right adjoint and hence preserves meets, y′ ∧ z′ ¿ r(y) ∧ r(z) = r(y ∧ z). Since l
preserves the way-below relation as it has a Scott continuous right adjoint [2, Proposition
3.1.14], l(y′ ∧ z′) ¿ l(r(y ∧ z)) = y ∧ z. But x ≤ l(y′) ∧ l(z′) = l(y′ ∧ z′). Hence x ¿ y ∧ z in
D. Therefore the way-below relation of D is multiplicative.

(2): The map j factors through its image D
def= j(E) as j = r ◦ l with r : D → E the

inclusion, l : E → D the corestriction of j to its image, and l left adjoint to r [15, page 22].
Since j is idempotent and monotone, its image E is a continuous dcpo with binary meets [2,
Proposition 3.1.2, Theorem 3.1.4]. Since j is Scott continuous so is r [2, Proposition 3.1.7].
Also, it is clear that l preserves binary meets and r is injective. Therefore the result follows
from (1). ¤

Theorem 3.1.7 The classes of stably locally compact locales and spectral locales are closed
under the formation of finitary sublocales.
Proof Immediate consequence of Lemma 3.1.6 and Remark 3.1.5. For the spectral case, it
suffices to note that Scott continuous images of algebraic lattices are algebraic. ¤

3.1.3 Finitary hulls of sublocales

The set N(A) of nuclei on a locale A is ordered by j ≤ k iff j(a) ≤ k(a) for all a ∈ A.
By [20, page 51], we know that N(A) is a frame dual to the set of sublocales of A ordered
by inclusion, in the sense that j ≤ k iff Aj ⊇ Ak. Meets in N(A) are given pointwise, in the
sense that for all J ⊆ N(A) one has that (

∧
J) (a) =

∧
j∈J j(a). Joins are harder to describe

explicitly, because a pointwise join is not necessarily idempotent, though we may note that
the sublocale A∨

J is simply the set-theoretic intersection
⋂

j∈J Aj . But (arbitrary) joins of
finitary nuclei are easy to describe explicitly. Let F (A) denote the set of finitary nuclei on a
locale A.

We first remark that directed joins of finitary nuclei are computed pointwise. In fact, let
J ⊆ F (A) be directed, and define i(a) =

∨↑
j∈J j(a). In order to establish the claim, it is

enough to show that i is a nucleus. It is clear that i is above the identity. It preserves binary
meets because each j ∈ J does and because binary meets distribute over joins. Finally, it is
idempotent by virtue of the following calculation:

i(i(a)) =
∨↑

j∈J

j(i(a)) =
∨↑

j∈J

j


 ∨↑

k∈J

k(a)


 =

∨↑

j∈J

∨↑

k∈J

j(k(a))

=
∨↑

j∈J

j(j(a)) =
∨↑

j∈J

j(a) = i(a).
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Lemma 3.1.8 F (A) is a subframe of N(A). Moreover, for all J ⊆ F (A),
(∨

J
)

(a) =
∨↑

α∈J∗
α(a),

where J∗ is the set of finite compositions of members of J .
Proof The empty meet is finitary because it is the identity, and it is clear from frame-
distributivity that finitary nuclei are closed under binary meets. Each member of J∗ is a
Scott continuous map above the identity and preserves binary meets, but is not necessarily
idempotent. The set J∗ is non-empty because it contains the identity map, and if α, β ∈ J∗

then β ◦ α ∈ J∗ is above α and β because α and β are above the identity. Hence J∗ is a
directed collection of Scott continuous maps, and the function i : A → A defined by

i(a) =
∨↑

α∈J∗
α(a)

is a Scott continuous map above the identity. It is idempotent because

i(i(a)) = i

( ∨↑

α∈J∗
α(a)

)
=

∨↑

α∈J∗
i(α(a)) =

∨↑

α∈J∗

∨↑

β∈J∗
β(α(a))

=
∨↑

α,β∈J∗
β(α(a)) =

∨↑

γ∈J∗
γ(a) = i(a),

where the equations of the second row follow from the fact that J∗ = {β ◦α|α, β ∈ J∗}. Since
each member of J∗ preserves binary meets,

i(a) ∧ i(b) =
∨↑

α∈J∗
α(a) ∧

∨↑

β∈J∗
β(b) =

∨↑

α∈J∗


α(a) ∧

∨↑

β∈J∗
β(b)


 =

∨↑

α∈J∗

∨↑

β∈J∗
α(a) ∧ β(b)

=
∨↑

α,β∈J∗
α(a) ∧ β(b) =

∨↑

γ∈J∗
γ(a) ∧ γ(b) =

∨↑

γ∈J∗
γ(a ∧ b) = i(a ∧ b),

because for all α, β ∈ J∗ there is γ ∈ J∗ above α and β and hence α(a) ∧ β(b) ≤ γ(a) ∧ γ(b).
This shows that i is a finitary nucleus. It remains to show that i is the least upper bound
of J in N(A). Since J ⊆ J∗, we have that i is an upper bound of J . Let k be another upper
bound. For finitely many j1, . . . , jn ∈ J , we have that j1 ◦ · · · ◦ jn ≤ kn ≤ k by monotonicity
of composition and the fact that k is an idempotent above the identity. Since j1 ◦ · · · ◦ jn is
an arbitrary member of J∗, this means that k is an upper bound of J∗ in the set of monotone
endomaps of A ordered pointwise. Therefore i ≤ k. ¤

Corollary 3.1.9 Finitary sublocales are closed under the formation of arbitrary intersec-
tions.

A sublocale is dense [20, page 50] if it is induced by a nucleus j with j(0) = 0. Every
locale has a smallest dense sublocale, induced by the double Heyting complement nucleus
a 7→ ¬¬a [loc. cit., pages 50-51].

Theorem 3.1.10 For every sublocale B of a locale A there is a smallest finitary sublocale
B̄ of A containing B as a sublocale, called the finitary hull of B (relative to A). In par-
ticular, every locale has a smallest finitary dense sublocale, called its support and denoted
by Supp (A).
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Proof B̄ is the intersection of the finitary sublocales containing B (which include A). The
particular case follows from the fact that a sublocale larger than a dense sublocale is itself
dense, and hence we can take the finitary hull of the smallest dense sublocale. ¤
Remark 3.1.11

1. In general, the smallest dense sublocale of a spatial locale is not spatial again. But, by
Theorem 3.1.4, if a locale is spatial so is its smallest finitary dense sublocale.

2. We can construct the smallest finitary dense sublocale directly, without appealing to the
smallest dense sublocale. In fact, let J be the set of finitary dense nuclei on a locale A.
Then Corollary 3.1.8 shows that

∨
J preserves 0 and is finitary. Hence

∨
J ∈ J and∨

J has to be the greatest finitary dense nucleus on A. Therefore A∨
J is the smallest

finitary dense sublocale of A. ¤

3.1.4 Finitary hulls in the stably locally compact case

The following lemma is well-known [15, page 63] [21, page 21] [26, page 146]:

Lemma 3.1.12 Let D be a continuous dcpo, E be a directed complete poset, and let f :
D → E be a monotone function. Then there is a greatest Scott continuous map f below f ,
given by

f(x) =
∨↑

y¿x

f(y).

We refer to f as the continuous coreflection of f (cf. Proposition 2.6.1).

Lemma 3.1.13 The continuous coreflection of a closure operator defined on a continuous
dcpo is itself a closure operator.
Proof Let D be a continuous dcpo and j : D → D be a closure operator. Since j is above
the identity of D, so is j, because the identity is Scott continuous and j is the greatest Scott
continuous function below j. Since j ≤ j, by monotonicity of the composition operator we
have that j ◦ j ≤ j ◦ j ≤ j. Since j is the greatest Scott continuous map below j and j ◦ j is
Scott continuous, we have that j ◦ j ≤ j. Therefore j is a closure operator. ¤

Lemma 3.1.14 Let D be a continuous poset with binary meets and multiplicative way-below
relation. If a monotone map j : D → D preserves binary meets, so does its continuous
coreflection.
Proof In any continuous poset with binary meets, the binary meet operation is Scott
continuous [33, page 106]. Hence

j(x ∧ y) =
∨↑

c¿x∧y

j(c) =
∨↑

c¿x,c¿y

j(c) by multiplicativity

=
∨↑

a¿x,b¿y

j(a ∧ b) =
∨↑

a¿x,b¿y

j(a) ∧ j(b)

=
∨↑

a¿x

j(a) ∧
∨↑

b¿y

j(b) by Scott continuity of the meet operation

= j(x) ∧ j(y). ¤
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Theorem 3.1.15 For every sublocale Aj of a stably locally compact locale A, the finitary
hull of Aj is induced by the continuous coreflection of j. In particular, Supp (A) = A¬¬.

Proof Immediate consequence of Lemmas 3.1.13 and 3.1.14. ¤

3.1.5 Finitary maps and upper power locales

For a definition of the upper power locale monad U = (U , η, µ) and see [32] or [42] (see
also [43]).

Definition 3.1.16 Let F : X → X be a poset-functor on a poset-enriched category X. A
right F-arrow is a map f : X → Y in X such that Ff : FX → FY has a left adjoint,
denoted by f−1 : FY → FX. If the adjunction is reflective (i.e. f−1 ◦ Ff = idFX), we
say that f is a right F-embedding. Left F-arrows and left F-embeddings are defined by
reversing the adjunction and changing reflectiveness to coreflectiveness (which amounts to the
same equation). ¤
We shall prove a topological version of the following result (Proposition 3.2.17):

Proposition 3.1.17 (Vickers) Let f : X → Y be a continuous map of locales.

1. f is a finitary map iff it is a right U-arrow.

2. f is a finitary sublocale embedding iff it is a right U-embedding.
Proof For item (1) see [42, Proposition 5.6]. Item (2) is not stated in [loc. cit.], but it
immediately follows from the construction given in the proof. ¤

3.2 Finitary subspaces

A space is called locally compact if every point has a neighborhood base of compact sets.
A sober space is locally compact iff its locale of open sets is locally compact [15, page 259].
A sober space is called spectral [43, page 120] if it has a base of compact open sets. A
sober space is spectral iff its locale of open sets is spectral [loc. cit.]. A sober space is
called stably locally compact [38, page 321] if it is compact and locally compact, and the
intersection of any two compact saturated sets is compact. Recall that a compact set is
saturated iff it is the intersection of its neighborhoods iff it is an upper set with respect to
the specialization order. A sober space is stably locally compact iff its locale of open sets is
stably locally compact [loc. cit., page 323]. Stably locally compact spaces include compact
Hausdorff spaces, continuous lattices and continuous Scott domains endowed with the Scott
topology (and more generally FS-domains) [22, 2].

Theorem 3.2.1 The classes of sober spaces consisting of

1. compact spaces,

2. locally compact spaces,

3. spectral spaces,

4. stably locally compact spaces

are closed under the formation of finitary sober subspaces.
Proof Immediate consequence of Theorems 3.1.4 and 3.1.7, Remark 3.1.5, and Lem-
mas 3.1.1 and 3.1.2. ¤
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Theorem 3.2.2 For every subspace X of a sober space Y there is a smallest finitary sober
subspace X̄ of Y containing X as subspace, called the finitary sober hull of X. In particular,
every sober space has a smallest finitary dense sober subspace, called its support and denoted
by Supp (X).
Proof Immediate consequences of Theorem 3.1.4 and Lemmas 3.1.1 and 3.1.2. ¤

3.2.1 A point-set characterization of finitary sober subspaces

Theorem 3.2.3 (Hofmann and Lawson) Let X and Y be sober spaces. Then a contin-
uous map f : X → Y is finitary iff the following conditions hold:

1. If Q ⊆ Y is compact saturated then f−1(Q) ⊆ X is compact.

2. If C ⊆ X is closed then ↓↓f(C) ⊆ Y is closed.

Moreover, if X and Y are locally compact, then condition (2) follows from condition (1).
Proof See [18, Proposition 3.3] [17, Remark 1.3]. ¤

Corollary 3.2.4 A subspace inclusion X ⊆ Y of sober spaces is finitary iff the following
conditions hold:

1. Q ∩X is compact for every compact saturated set Q ⊆ Y .

2. ↓↓C is closed in Y for every closed set C ⊆ X.

Moreover, if X and Y are locally compact, then condition (2) follows from condition (1).
In particular, a subspace of a compact Hausdorff space is finitary iff it is closed.
Proof If j : X → Y is the subspace inclusion then j−1(Q) = Q ∩X and j(C) = C. ¤

Remark 3.2.5 Condition (2) of Theorem 3.2.3 is equivalent to

(2′) For every open set U ⊆ X, the set Uf
def=

{
y ∈ Y |f−1(↑↑y) ⊆ U

}
is open.

If j : X → Y is a subspace inclusion then Uj = {y ∈ Y |↑↑y ∩X ⊆ U}.
Proof Condition (2) is clearly equivalent to: (2′′) For every open set U ⊆ X, the set
Y \↓↓f(X\U) is open. But

y ∈ Y \↓↓f(X\U) iff y /∈ ↓↓f(X\U)

iff ∀x ∈ X : x /∈ U ⇒ y 6≤ f(x)

iff ∀x ∈ X : y ≤ f(x) ⇒ x ∈ U

iff ∀x ∈ X : x ∈ f−1(↑↑y) ⇒ x ∈ U

iff f−1(↑↑y) ⊆ U.

Therefore Uf = Y \↓↓f(X\U), which shows that (2′) is equivalent to (2′′). ¤
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Lemma 3.2.6 If f : X → Y is a finitary map of sober spaces then

∀f (U) = Uf .

Proof By Theorem 3.2.3 and Remark 3.2.5, the set Uf is open. Also, we know that
∀f (U) =

⋃{V ∈ ΩY |f−1(V ) ⊆ U}. In order to conclude that Uf ⊆ ∀f (U), we show that
f−1(Uf ) ⊆ U . Let x ∈ f−1(Uf ) ⊆ U . Then f(x) ∈ Uf and f−1(↑↑f(x)) ∈ U . Therefore x ∈ U ,
which establishes f−1(Uf ) ⊆ U . Conversely, let y ∈ ∀f (U). Then there is some V ∈ ΩY such
that y ∈ V and f−1(V ) ⊆ U . But ↑↑y ⊆ V and hence f−1(↑↑y) ⊆ f−1(V ), which shows that
y ∈ Uf . Therefore ∀f (U) ⊆ Uf . ¤

Remark 3.2.7 Any subspace embedding j : X → Y is an order-embedding (with respect
to the specialization order).
Proof The fact that j is an embedding can be expressed by saying that Ωj is surjective.
By a general property of adjunctions, Ωj ◦ ∀j = idΩX . Assume that j(x) ≤ j(y) and let U
be an open neighborhood of x. Then x ∈ Ωj(∀j(U)) and hence j(x) ∈ ∀j(U). It follows that
j(y) ∈ ∀j(U), because open sets are upper closed. But this means that y ∈ Ωj(∀j(U)) = U .
Therefore x ≤ y. ¤

Proposition 3.2.8 A finitary map of sober spaces is a subspace embedding iff it is an order-
embedding.
Proof (⇒): Remark 3.2.7. (⇐): Let j : X → Y be a finitary order-embedding of sober
spaces. We first show that j−1(↑↑j(x)) = ↑↑x. Let y ∈ j−1(↑↑j(x)). This means that j(x) ≤ j(y).
Hence x ≤ y and y ∈ ↑↑x. Conversely, let y ∈ ↑↑x. Then x ≤ y and j(x) ≤ j(y), which means
y ∈ j−1(↑↑j(x)). Therefore j−1(↑↑j(x)) = ↑↑x as desired. Let U ∈ ΩX. Then

Ωj ◦ ∀j(U) = j−1
({

y ∈ Y |j−1(↑↑y) ⊆ U
})

by Lemma 3.2.6

=
{
x ∈ X|j−1(↑↑j(x)) ⊆ U

}
= {x ∈ X|↑↑x ⊆ U} = U.

Hence Ωj is surjective. Therefore j is a subspace embedding. ¤

Lemma 3.2.9 Finitary maps of locally compact sober spaces are closed under finite products.
Proof Let f : X → A and g : Y → Z be finitary maps of locally compact sober spaces
and let Q ⊆ A×B be a compact saturated set. Then (f × g)−1(Q) = f−1(p(Q))× g−1(q(Q))
is a compact set, where p : A × B → A and q : A × B → B are the projections, because
the continuous maps p and q preserve compactness and saturatedness, f and g are finitary
and hence reflect compact saturated sets by Theorem 3.2.3, and the product of two compact
sets is compact (Tychonoff Theorem). Therefore f × g is finitary by Theorem 3.2.3, because
X × Y and A×B are locally compact sober. ¤

3.2.2 Supports and subspaces of maximal points

The subspace of maximal points of a space X with respect to the specialization order is
denoted by Max(X). Every finite T0 space X has Max(X) as its smallest dense subspace.
We now consider a more general situation.

Remark 3.2.10 Max(X) is dense in X for any sober space X.
Proof By sobriety, the specialization order of X is directed complete [20, page 46], and thus
every point is below a maximal point by Zorn’s Lemma. Hence ↓↓Max(X) = X. Therefore
Max(X) is dense in X, because closed sets are lower sets. ¤
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Lemma 3.2.11 Let X ⊆ Y be a finitary inclusion of sober spaces. If X is dense in Y then
Max(Y ) ⊆ X.

In particular,

1. Max(Y ) ⊆ Supp (Y ).

2. Supp (Y ) is the finitary sober hull of Max(Y ).

3. If Y is T1 then Supp (Y ) = Y .
Proof Since X is closed in X, ↓↓X is closed in Y . But then ↓↓X is the closure of X in Y
by Corollary 3.2.4, because closed sets are lower sets. By density, ↓↓X = Y . This means that
every element of Y is below some element of X. ¤

Lemma 3.2.12 Let X be a stably locally compact space. Then any two disjoint compact
saturated subsets of X can be separated by disjoint neighborhoods.

In particular,

1. Max(X) is Hausdorff.

2. X is T1 iff it is compact Hausdorff.

3. ↓↓Q is closed for every compact saturated set Q ⊆ X.
Proof We show that if Q,R ⊆ X are compact saturated sets such that every neighborhood
of Q meets every neighborhood of R, then Q meets R. Let F and G be the open neighborhood
filters of Q and R respectively, and put H = {U ∩ V |U ∈ F and V ∈ G}. Then H is a proper
filter. Let U ∈ F and V ∈ G. By compactness of Q and R, there are U ′ ¿ U and V ′ ¿ V
in F and G respectively. Since U ′ ∩ V ′ is way-below U and way-below V , it follows that
U ′ ∩ V ′ ¿ U ∩ V , by stability. This shows that H is Scott open. By the Hofmann-Mislove
Theorem [2, 19, 39], H is the open neighborhood filter of a (unique) non-empty compact
saturated set, which by construction of H is contained in Q and R.

Of the conclusions (1)–(3), only (3) is not immediate. Let p be a limit point of Q. Then,
by definition, every neighborhood of q meets Q. Hence every neighborhood of ↑↑p meets every
neighborhood of Q. It follows that ↑↑p meets Q, because ↑↑p is compact saturated. Therefore
p ∈ ↓↓Q. ¤

Theorem 3.2.13 For any stably locally compact space X, Supp (X) = Max(X) iff Max(X)
is compact.
Proof (⇒): Supp (X) is compact by Corollary 3.2.1. (⇐): Max(X) is sober because it is
Hausdorff by Lemma 3.2.12. By stability of X, Max(X) ∩Q is compact saturated for every
compact saturated set Q ⊆ X. Hence Max(X) is a finitary sober subspace of X by Corol-
lary 3.2.4. It follows that Supp (X) ⊆ Max(X), because Max(X) is dense by Remark 3.2.10.
Therefore Supp (X) = Max(X) by Lemma 3.2.11. ¤
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The interior and closure of a subset A of a space X are denoted by A◦ and A− respectively.

Proposition 3.2.14 For any stably locally compact space X,

Supp (X) =
⋂

V¿U

U ∪X\(V −)◦ =
⋂

Q⊆U

U ∪X\(↓↓Q)◦

where U and V range over ΩX, and Q ranges over the compact saturated subsets of X.

If X is a continuous poset endowed with the Scott topology then Q can taken as the upper
set of a finite set.
Proof In the following calculation, Step (†) follows from the fact that for any locally
compact space X, one has that V ¿ U in ΩX iff V ⊆ Q ⊆ U for some compact saturated set
Q ⊆ X [15, pages 40 and 259]:

Supp (X) = {x ∈ X|∀U ∈ ΩX : x ∈ ¬¬(U) ⇒ x ∈ U} by Theorem 3.1.15 and Lemma 3.1.2

= {x ∈ X|∀U ∈ ΩX : x ∈
⋃
{¬¬V |V ¿ U} ⇒ x ∈ U}

= {x ∈ X|∀U ∈ ΩX : x ∈
⋃
{(V −)◦|V ¿ U} ⇒ x ∈ U} because ¬¬V = (V −)◦

= {x ∈ X|∀U ∈ ΩX :
(∃V ¿ U : x ∈ (V −)◦

) ⇒ x ∈ U}
= {x ∈ X|∀U ∈ ΩX : ∀V ¿ U : x ∈ (V −)◦ ⇒ x ∈ U}
= {x ∈ X|∀U ∈ ΩX : ∀Q ⊆ U : x ∈ (Q−)◦ ⇒ x ∈ U} (†)
= {x ∈ X|∀U ∈ ΩX : ∀Q ⊆ U : x ∈ (↓↓Q)◦ ⇒ x ∈ U} by Lemma 3.2.12. ¤

It follows that the following conditions are equivalent:

1. x /∈ Supp (X).

2. There are V ¿ U with x ∈ (V −)◦ but x /∈ U .

3. There are Q ⊆ U with x ∈ (↓↓Q)◦ but x /∈ U .

4. There is V ¿ X\↓↓x with x ∈ (V −)◦.

We now briefly consider some examples of supports from applications of domain theory
to denotational semantics. Recall that continuous Scott domains endowed with the Scott
topology are stably locally compact spaces [2].

1. For any flat domain A⊥ one has that Supp (A⊥) = A iff A is finite.

2. Let Σ∞ = Σ∗ ∪Σω be the domain of finite and infinite sequences over a set Σ, with the
Scott topology induced by the prefix order. Then

(a) If Σ is finite then Supp (Σ∞) = Σω, because Σω is compact.

(b) If Σ is infinite then Supp (Σ∞) = Σ∞, because there is no other compact set Q
containing Max(Σ∞) = Σω such that ↑↑d ∩ Q is compact for every finite d ∈ Σ∞,
as the only compact sets are the upper sets of finite sets.

3. Let L be the domain of lazy natural numbers. Then Supp (L) is the one-point com-
pactification of the discrete space of natural numbers, because this is the subspace of
maximal points.
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4. Let I be the domain consisting of the closed intervals of the unit interval with the Scott
topology induced by reverse inclusion [13, 11]. Then Supp (I) ∼= [0, 1].

5. Let R be the space consisting of the compact intervals of the real line with the Scott
topology induced by reverse inclusion [34]. ThenR fails to be a continuous Scott domain
because it lacks a bottom element. The support of its lifting is given by Supp (R⊥) ∼=
R⊥, where R⊥ is the Euclidean real line with a bottom element in its specialization
order.

3.2.3 Finitary subspaces of injective spaces

The following concept is due to Smyth [37] (see also [32, 43]). Let X be a T0 space. The
upper power space of X is the space UX whose points are the compact saturated sets of
X and whose topology is generated by the base {@U |U ∈ ΩX}, where

@U = {Q ∈ UX|Q ⊆ U}.
Then UX is a T0 space with specialization order given by

Q ≤ Q′ iff Q ⊇ Q′.

The upper power space construction preserves sobriety, compactness and local compact-
ness [32, pages 127 and 132]. If X is locally compact and sober, then the specialization
order of UX makes the set of points of UX into a continuous dcpo, and the topology of UX
coincides with the Scott topology induced by the specialization order [loc. cit., pages 132-133].
If the empty compact set is omitted from the set of points of the upper power construction,
the above definitions and facts are valid [loc. cit., page 140]. This variant of the upper power
space of X is denoted by U+

X.

Lemma 3.2.15 Let X be a T0 space. The map ηX : X → UX defined by

ηX(x) = ↑↑x
is a finitary subspace embedding. Moreover, for all U ∈ ΩX,

∀ηX (U) = @U.

The same results hold if the empty compact set is omitted from the set of points of UX.
Moreover, in this case ηX : X → U+

X is a dense subspace embedding.
Proof Let U ∈ ΩX. Then η−1

X (@U) = {x ∈ X|↑↑x ⊆ U} = U . Hence ηX is an embedding.
In order to conclude that ∀ηX (U) = @U it suffices to show that U 7→ @U is right adjoint to
ΩηX . The above argument also shows that ΩηX(@U) = U for all U ∈ Ω. It remains to show
that V ⊆ @(ΩηX(V )) for all V ∈ ΩUX. We have that @(ΩηX(V )) = @{x ∈ X|↑↑x ∈ V } =
{Q ∈ UX|Q ⊆ {x ∈ X|↑↑x ∈ V }}. Let V ∈ ΩUX and Q ∈ V . Then ↑↑q ∈ V for all q ∈ Q,
because Q is saturated and hence Q ≤ ↑↑q. Therefore Q ∈ @(ΩηX(V )), which establishes the
adjunction. In order to see that ηX is finitary, let ∆ ⊆ ΩX be directed. Then

@
⋃

∆ = {Q ∈ UX|Q ⊆
⋃

∆}
= {Q ∈ UX|∃U ∈ ∆ : Q ⊆ U} by compactness of Q

=
⋃

U∈∆

{Q ∈ UX|Q ⊆ U} =
⋃

U∈∆

@U.
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Finally, in order to conclude that ηX : X → U+
X is dense, it suffices to show that ∀ηX (∅) = ∅.

But this follows from the fact that ∀ηX (∅) = @∅ = ∅ (without omitting the empty compact
set one would have @∅ = {∅}). ¤

Theorem 3.2.16 The finitary sober (dense) subspaces of the (densely) injective spaces are
the stably locally compact spaces, up to homeomorphism.
Proof Every continuous lattice and every continuous Scott domain is stably locally com-
pact and hence so is any sober subspace by Theorem 3.2.1. Conversely, for any stably locally
compact space X, the map ηX : X → UX is an embedding into a continuous lattice. In fact,
UX is a always meet-semilattice under the specialization order, it is a continuous poset with
Scott topology coinciding with the intrinsic topology by sobriety and local compactness, and
it is a join-semilattice by stability. Therefore UX is a continuous lattice by directed complete-
ness of the specialization order. Similarly, the map ηX : X → U+

X is a dense embedding
into a continuous Scott domain. ¤
Notice that any compact Hausdorff space X is homeomorphic to SuppU+

X. More generally,
for any sober space X, SuppX is homeomorphic to SuppU+

X.

3.2.4 Finitary maps and upper power spaces

The upper power space constructor U defined in 3.2.3 becomes a poset-functor U : Sp0 → Sp0

if we define
Uf(Q) = ↑↑f(Q)

for all f : X → Y in Sp0 [32, page 127]. Continuity of Uf follows from the fact that

(Uf)−1 (@V ) = @f−1(V ),

which, by virtue of Lemma 3.2.15, can be expressed as

ΩUf ◦ ∀ηX = ∀ηY ◦ Ωf.

Moreover, with this definition, η becomes a natural transformation Id → U .

Proposition 3.2.17 Let f : X → Y be a continuous map of sober spaces.

1. f is finitary iff it is a right U-arrow.

2. f is a finitary subspace embedding iff it is a right U-embedding.

Cf. Definition 3.1.16 and Proposition 3.1.17.
Proof (1 and 2)(⇒): Define g : UY → UX by g(Q) = f−1(Q). Since f is finitary, g is a
well-defined set-theoretical function by Theorem 3.2.3. It is also continuous, because for all
U ∈ ΩX,

g−1(@U) = {Q ∈ UX|g(Q) ∈ @U} = {Q ∈ UX|f−1(Q) ⊆ U}
= {Q ∈ UX|∀q ∈ Q : f−1(↑↑q) ⊆ U} because Q is an upper set

= {Q ∈ UX|∀q ∈ Q : q ∈ ∀f (U)} by Lemma 3.2.6

= {Q ∈ UX|Q ⊆ ∀f (U)} = @∀f (U).
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In order to show that g a Uf (reflectively if f is an embedding), we have to show that (i)
g(Uf(P )) ⊇ P for all P ∈ UX (equality holding if f is an embedding), and (ii) Uf(g(Q)) ⊆ Q
for all Q ∈ UY . (i): Let p ∈ P . Then f(p) ∈ ↑↑f(P ), which means p ∈ f−1(↑↑f(P )) =
g(Uf(P )). Conversely, assume that f is a subspace embedding and let x ∈ g(Uf(P )) =
f−1(↑↑f(P )). This means that f(x) ∈ ↑↑f(P ). Hence there is some p ∈ P such that f(p) ≤ f(x).
It follows that p ≤ x, because f is an order-embedding by Remark 3.2.7. Therefore x ∈ P
because P is saturated. (ii): Let q ∈ Uf(g(Q)) = ↑↑f(f−1(Q)). Then y ≤ q for some
y ∈ f(f−1(Q). But y = f(x) for some x ∈ f−1(Q), i.e., for some x with f(x) ∈ Q. Since
f(x) ≤ q and Q is saturated, q ∈ Q.

(1 and 2)(⇐): (In this part – which is adapted and expanded from [42, Proposition 4.6] – we
don’t need the fact that X and Y are sober.) Let g : UY → UX be a left adjoint of Uf and
define G : ΩX → ΩY by G = ΩηY ◦ Ωg ◦ ∀ηX . Then

Ωf ◦G = Ωf ◦ ΩηY ◦ Ωg ◦ ∀ηX

= ΩηX ◦ ΩUf ◦ Ωg ◦ ∀ηX by naturality of η and contravariance of Ω

≤ ΩηX ◦ ∀ηX because g ◦ Uf ≤ idΩUX and Ω is contravariant

= idΩX by Lemma 3.2.15,

equality holding if f is a right U-embedding, and

G ◦ Ωf = ΩηY ◦ Ωg ◦ ∀ηX ◦ Ωf = ΩηY ◦ Ωg ◦ ΩUf ◦ ∀ηY

≥ ΩηY ◦ ∀ηY because Uf ◦ g ≥ idΩY and Ω is contravariant

= idΩY by Lemma 3.2.15.

Hence Ωf a G, which shows that G = ∀f . But G preserves directed joins because ΩηY and
Ωg preserve all joins and ηX is finitary by Lemma 3.2.15. Therefore f is finitary. Now assume
that f is a right U-embedding. Then Ωf ◦ ∀f = Ωf ◦ G = idΩX , which means that Ωf is
surjective. Therefore f is a subspace embedding. ¤

We say that a map is dense if its image is dense.

Proposition 3.2.18 Let f : X → Y be a continuous map of sober spaces.

1. f is a finitary dense map iff it is a right U+
-arrow.

2. f is a finitary dense embedding iff it is a right U+
-embedding.

Proof (1 and 2)(⇒): As in the proof of Proposition 3.2.17, noting that f−1(Q) is non-
empty for every non-empty compact saturated Q. In fact, f is dense iff ∀f (∅) = ∅. But
∀f (∅) = {y ∈ Y |f−1(↑↑y) ⊆ ∅} by Lemma 3.2.6. Hence f−1(↑↑y) is non-empty for every y ∈ Y .
(1 and 2)(⇐): As in the proof of Proposition 3.2.17, noting that ∀f = G = ΩηY ◦ Ωg ◦ ∀ηX ,
that ∀ηX (∅) = ∅ by Lemma 3.2.15, and that trivially Ωg(∅) = ∅ and ΩηY (∅) = ∅. ¤

For each T0 space X, define µX : UUX → UX by

µX(Q) =
⋃
Q.

Then µX is well-defined, and it is continuous because

µ−1
X (@V ) = @ @ V.
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Moreover, µ : UU → U is a natural transformation and U = (U , η, µ) is a monad [27, page 133]
on Sp0 [32, pages 128–129]. We refer to it as the upper power space monad. Similarly,
we have an upper power space monad U+

= (U+
, η, µ).

The following lemma shows that U and U+
are right KZ-monads in the sense of Defini-

tion 4.1.2 below:

Lemma 3.2.19 For every T0 space X, ηUX ≤ UηX and ηU+
X
≤ U+

ηX .
Proof Let Q ∈ UX and P ∈ UηX(Q). This means that P ⊆ ↑↑q for some q ∈ Q. Hence
P ⊆ Q, because Q is saturated. This means that P ∈ ηUX(Q). Therefore ηUX(Q) ⊇ UηX(Q).
The second inequality is proved in the same way. ¤

4 Injective objects which are the algebras of KZ-monads

4.1 KZ-monads in poset-enriched categories

We now specialize Kock’s notion of KZ-doctrine in a 2-category [24] obtaining the notion of
KZ-monad in a poset-enriched category (cf. [loc. cit., Theorem 5.4]). We first summarize the
(poset-duals of the) main results of Kock’s paper specialized to poset-enriched categories:

Lemma 4.1.1 (Kock) Let T = (T, η, µ) be a monad in a poset-enriched category X, and
assume that T is a poset-functor. Then the following conditions are equivalent:

(KZ0) ηTX ≤ TηX for all X ∈ X.

(KZ1) For all X ∈ X, an arrow α : TX → X is a structure map iff ηX a α is a
coreflective adjunction (i.e. an adjunction with α ◦ ηX = idX).

(KZ2) ηTX a µX for all X ∈ X.

(KZ3) µX a TηX for all X ∈ X.
Proof (KZ0) =⇒ (KZ1) =⇒ (KZ2): We show that (KZ0) =⇒ (KZ1 ⇒) =⇒ (KZ2) =⇒
(KZ1 ⇐).

(KZ0) =⇒ (KZ1 ⇒): The unit law for structure maps says that α ◦ ηX = idX . But also

ηX ◦ α = Tα ◦ ηTX by naturality of η

≤ Tα ◦TηX by (KZ0)

= T(α ◦ ηX)

= TidX = idTX again by the unit law

Therefore ηX a α coreflectively.
(KZ1 ⇒) =⇒ (KZ2): We have that ηTX a µX because µX is a structure map for TX.
(KZ2) =⇒ (KZ1 ⇐): By coreflectiveness we obtain the unit law α◦ηX = idX for structure

maps. By combining the adjunction ηX a α of the hypothesis of (KZ1 ⇐) with the adjunction
ηTX a µX of the assumption (KZ2), we get ηTX ◦ ηX a α ◦ µX . But we also have that
TηX ◦ ηX a α ◦Tα, because

α ◦Tα ◦TηX ◦ ηX = α ◦T(α ◦ ηX) ◦ ηX

= α ◦ ηX because ηX a α is coreflective and hence α ◦ ηX = idTX

= idX ,
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TηX ◦ ηX ◦ α ◦Tα ≤ TηX ◦ idTX ◦Tα because ηX a α and hence ηX ◦ α ≤ idTX

= T(ηX ◦ α)

≤ TidTX because ηX a α = idTTX .

But ηTX ◦ ηX = TηX ◦ ηX by naturality of η. Hence α ◦Tα = α ◦ µX , because each side of
the equation has the same left adjoint. This establishes the associativity law. Therefore α is
a structure map.

(KZ2) =⇒ (KZ0): By assumption, ηTX ◦ µX ≤ idTTX . Hence ηTX ◦ µX ◦ TηX ≤ TηX .
Therefore ηTX ≤ TηX by the unit laws.

(KZ0) =⇒ (KZ3): One of the unit laws is µX ◦TηX = idTX . But also

TηX ◦ µX = µTX ◦TTηX by naturality of µ

≥ µTX ◦TηTX by (KZ0)

≥ µTX ◦ ηTTX by (KZ0) again

= idTTX by the other unit law.

Therefore µX a TηX .

(KZ3) =⇒ (KZ0): By assumption, TηX ◦ µX ≥ idTTX . Hence TηX ◦ µX ◦ ηTX ≥ ηTX .
Therefore TηX ≥ ηTX by the unit laws. ¤

Definition 4.1.2 Let X be a poset-enriched category. A right KZ-monad in X is a
monad T = (T, η, µ) in X with T a poset-functor, subject to the equivalent conditions of
Lemma 4.1.1. Left KZ-monads are defined poset-dually, by reversing the inequalities and the
adjunctions between arrows. ¤

By Lemma 3.2.19, the upper power space monads U and U+
are right KZ.

Notation 4.1.3 By (KZ1), every object has at most one structure map. The unique struc-
ture map of a T-algebra A of a KZ-monad T = (T, η, µ) is denoted by mA. ¤

4.2 Injective objects over right T-embeddings

Let T = (T, η, µ) be a right KZ-monad in a poset-enriched category X.

Remark 4.2.1 ηX : X → TX is a right T-embedding with η−1
X = µX (cf. Definition 3.1.16).

Proof Axiom KZ3 says that µX a TηX . This adjunction is reflective by virtue of the unit
law µX ◦TηX = idTX . ¤

Theorem 4.2.2 The following statements are equivalent for any object A ∈ X:

1. A is right injective over right T-embeddings.

2. A is injective over right T-embeddings.

3. A is a T-algebra.

These conditions imply
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4. A is a right Kan object over right T-arrows.

Moreover, assuming that the equivalent conditions (1)-(3) hold, if j : X → Y is a right
T-arrow and f : X → A is any arrow, then

f/j = mA ◦Tf ◦ j−1 ◦ ηY .

The construction of f/j is illustrated in the following diagrams:

X
j - Y TX ¾ j−1

TY ¾ ηY
Y

@
@
@f R ª..

...
..

f/j
@
@
@Tf R

ª..
...

...
...

...
...

...

f/j
A TA

@
@
@mA R

A
Proof (1) ⇒ (2): Trivial. (2) ⇒ (3): By Remark 4.2.1, ηA is a T-embedding. Hence there
is an extension m : TA → A of the identity of A along ηA. This means that m ◦ ηA = idA.
Hence

ηA ◦m = Tm ◦ ηTA by naturality of η

≤ Tm ◦TηA by axiom KZ0

= T(m ◦ ηA) = TidA = idTA.

Thus ηA a m is a coreflective adjunction. By axiom KZ1, m is a structure map and therefore
A is an algebra.
(3) ⇒ (1) and (4): Let f/j = mA ◦Tf ◦ j−1 ◦ ηY . Then

(f/j) ◦ j = mA ◦Tf ◦ j−1 ◦ ηY ◦ j

= mA ◦Tf ◦ j−1 ◦Tj ◦ ηX by naturality of η

≤ mA ◦Tf ◦ ηX because j−1 ◦Tj ≤ idTX

= mA ◦ ηA ◦ f by naturality of η

= idA ◦ f = f by the unit law for structure maps,

equality holding if j−1 ◦Tj = idTX iff j is a T-embedding. If g ◦ j ≤ f for g : Y → A then

f/j = mA ◦Tf ◦ j−1 ◦ ηY by definition of f/j

≥ mA ◦T(g ◦ j) ◦ j−1 ◦ ηY because g ◦ j ≤ f

= mA ◦Tg ◦Tj ◦ j−1 ◦ ηY

≥ mA ◦Tg ◦ ηY because Tj ◦ j−1 ≥ idTY

= mA ◦ ηA ◦ g by naturality of η

= idA ◦ g = g by the unit law for structure maps.

This shows that f/j is the right Kan extension of f along j, being an actual extension if j is
a T-embedding. Therefore A is a right Kan object over T-arrows and a right injective object
over T-embeddings. ¤
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Corollary 4.2.3 The following are equivalent for any object X ∈ X:

1. X is a T-algebra.

2. X is a retract of a free T-algebra.

3. X is a retract of a T-algebra.
Proof (1) ⇒ (2): The unit law for structure maps says that mX ◦ ηX = idX . This means
that X is a retract of TX. (2) ⇒ (3): Immediate. (3) ⇒ (1): Since T-algebras are injective
over T-embeddings by Theorem 4.2.2, X is injective over the same maps by Lemma 2.4.3,
and hence it is a T-algebra by Theorem 4.2.2. ¤

4.3 Right T-arrows between T-algebras

Let T = (T, η, µ) be a right KZ-monad in a poset-enriched category X.

Proposition 4.3.1 (Kock) Let A and B be T-algebras. If an arrow f : A → B is a right
adjoint then it is a T-algebra homomorphism.
Proof Let g : B → A with g a f . Since ηA a mA by (KZ2), we have that ηA ◦ g a f ◦mA.
Since ηB a mB and Tg a Tf , we have that Tg ◦ ηB a mB ◦ Tf . But Tg ◦ ηB = ηA ◦ g by
naturality of η. Hence f ◦mA = mB ◦Tf by uniqueness of right adjoints. This means that
f is a T-algebra homomorphism. ¤

Proposition 4.3.2 Let A and B be T-algebras. If for an arrow f : A → B the arrow Tf
has a (reflective) left adjoint, so does f .
Proof Given f−1 : TB → TA with f−1 a Tf , define g : B → A by g = mA ◦ f−1 ◦ ηB.
Then

g ◦ f = mA ◦ f−1 ◦ ηB ◦ f = mA ◦ f−1 ◦Tf ◦ ηA by naturality of η

≤ mA ◦ idTA ◦ ηA because f−1 a Tf and hence f−1 ◦Tf ≤ idTA

= mA ◦ ηA = idA by the unit law for algebras,

equality holding if f−1 a Tf is reflective, and

f ◦ g = f ◦mA ◦ f−1 ◦ ηB

= mB ◦Tf ◦ f−1 ◦ ηB because f is a T-algebra homomorphism

≥ mB ◦ idTB ◦ ηB because f−1 a Tf and hence Tf ◦ f−1 ≥ idTB

= mB ◦ ηB = idB by the unit law for algebras. ¤

Corollary 4.3.3 A map f : A → B is a right T-arrow iff it has a left adjoint. Moreover,
in this case it is a T-algebra homomorphism.

But notice that there is no reason why a T-algebra homomorphism should be a right adjoint.
The following proposition generalizes Theorem 2.3.3(4) from right adjoints to T-algebra ho-
momorphisms:
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Proposition 4.3.4 Let j : X → Y be a right T-arrow, h : A → B be a T-algebra homo-
morphism, and f : X → A be any arrow. Then

h ◦ (f/j) = (h ◦ f)/j.

Proof This follows from the routine calculation

h ◦ (f/j) = h ◦mA ◦Tf ◦ j−1 ◦ ηY by Theorem 4.2.2

= mB ◦Th ◦Tf ◦ j−1 ◦ ηY by the homomorphism law

= mB ◦T(h ◦ f) ◦ j−1 ◦ ηY

= (h ◦ f)/j by Theorem 4.2.2. ¤

Let T-right denote the lluf subcategory of right T-arrows and T-alg denote the category of
T-algebras and T-homomorphisms.

Corollary 4.3.5 The equations

Ran(X, A) = hom(X,A)

Ran(j : X → Y, h : A → B)(f : X → A) = h ◦ f/j : Y → B

define a functor Ran : T-right×T-alg → Poset.

4.4 Injective locales over finitary and semiopen embeddings

Theorem 4.4.1 The (right) injective locales over finitary sublocale embeddings are the al-
gebras of the upper power locale monad.
Proof This follows from Proposition 3.1.17 and Theorem 4.2.2, using the fact that the
upper power locale monad is right KZ [42]. ¤

For a definition of the lower power locale monad L see [32] or [42] (see also [43]).

Proposition 4.4.2 (Vickers) Let f : X → Y be a continuous map of locales.

1. f is a semiopen map iff it is a left L-arrow.

2. f is a semiopen sublocale embedding iff it is a left L-embedding.
Proof For item (1) see [42, Proposition 4.6]. Item (2) is not stated in [loc. cit.], but it
immediately follows from the construction given in the proof. ¤

Theorem 4.4.3 The (left) injective locales over semiopen sublocale embeddings are the al-
gebras of the lower power locale monad.
Proof Immediate consequence of Proposition 4.4.2 and Theorem 4.2.2, using the fact that
the lower power locale monad is left KZ [42]. ¤
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For concrete characterizations of the algebras of the lower and upper power locale monads
see [32]. It is plausible that Theorem 4.4.3 also holds for injective spaces over semiopen
embeddings, but we don’t pause to check whether this is the case.

4.5 Finitarily injective spaces

We say that a space is finitarily injective if it is injective over finitary subspace embeddings.

Lemma 4.5.1 The finitarily injective T0 spaces are sober. Moreover, the finitarily injective
spaces in the category of T0 spaces coincide with the finitarily injective spaces in the category
of sober spaces.
Proof Let S : Sp0 → Sob denote the sobrification functor and sX : X → SX denote the
natural embedding of a T0 space X into its sobrification. If D is finitarily injective in Sp0

then sD : D → SD is a finitary embedding, because D is T0 and ΩsD is a frame isomorphism.
Hence D is a retract of SD by Lemma 2.4.4. But retracts of sober spaces are sober [32,
page 23]. Hence D is sober. Therefore D is finitarily injective in Sob, because there are fewer
finitary embeddings in Sob than in Sp0. The converse follows from the symmetric version of
Lemma 2.4.7, because S is left adjoint to the inclusion functor Sob → Sp0 [20, page 44] and
S clearly preserves finitary embeddings. ¤

Proposition 4.5.2 (Schalk) A T0 space X is a U-algebra iff it has meets of compact sets
and

∧
: UX → X is a continuous map, and in this case

∧
: UX → X is the structure map

of X. A continuous function between U-algebras is a U-algebra homomorphism iff it preserves
meets of compact sets.
Proof See [32, page 130 and 140]. ¤

Theorem 4.5.3 The following statements are equivalent for any T0 space D:

1. D is right injective over finitary embeddings.

2. D is injective over finitary embeddings.

3. D is a sober U-algebra.

4. D is a retract of the upper power space of a sober space.

These conditions imply

5. D is a right Kan space over arbitrary finitary maps.

Moreover, assuming that the equivalent conditions (1)-(4) hold, if j : X → Y is a finitary
map of sober spaces and f : X → D is any continuous map then

f/j(y) =
∧

f
(
j−1(↑↑y)

)
.

Proof By Lemma 4.5.1, we can consider the upper power space monad restricted to the
category of sober spaces and apply the characterization of finitary maps and embeddings
established in Proposition 3.2.17 to obtain a characterization of the finitarily injective spaces
via Theorem 4.2.2 and Corollary 4.2.3. For condition (5) we observe that

f/j(y) = mD ◦ Uf ◦ j−1 ◦ ηY (y) by Theorem 4.2.2

=
∧
↑↑f(j−1(↑↑y)) by Propositions 4.5.2 and 3.2.17, and definition of ηX

=
∧

f(j−1(↑↑y)). ¤
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By Proposition 2.3.1, this means that the greatest monotone extension is continuous:

Corollary 4.5.4 The specialization-order functor U : Sp0 → Poset preserves right Kan
extensions of maps f : X → D with values on finitarily injective spaces along finitary maps
j : X → Y , in the sense that U(f/j) = Uf/Uj.

Recall that if X is a locally compact sober space, so is UX.

Proposition 4.5.5 (Schalk) The algebras of the upper power space monad restricted to
sober locally compact spaces are the continuous meet-semilattices with unit (endowed with the
Scott topology). The homomorphisms are the continuous maps which preserve finite meets.
Proof See [32, page 133]. ¤

Theorem 4.5.6 The (right) injective spaces over finitary embeddings in the category of
locally compact sober spaces are the continuous meet-semilattices with unit. Moreover, if D is
such an injective space and j : X → Y is a finitary embedding of locally compact sober spaces
then

f 7→ f/j : [X → D] → [Y → D]

is a subspace embedding.
Proof We know that f/j = mD ◦ Uf ◦ j−1 ◦ ηY . The maps mD, j−1 and ηY have already
been shown to be continuous. Also, U is locally continuous [2] and the composition operation
is Scott continuous. Hence the map f 7→ f/j is continuous. It follows that it is a subspace
embedding, because it has g 7→ g ◦ j as a retraction (in fact, as a reflective left adjoint). ¤

Corollary 4.5.7 If j : X → D and k : Y → E are embeddings of locally compact sober
spaces with D and E finitarily injective and j finitary, then the map

f 7→ (k ◦ f)/j : [X → Y ] → [D → E]

is a subspace embedding.

Theorem 4.5.8 The full subcategory of finitarily injective spaces in the category of locally
compact spaces is cartesian closed.
Proof Since locally compact spaces are exponentiable [26, page 149], the result follows
from Lemmas 2.4.8 and 3.2.9. ¤

Theorem 4.5.9 The (right) injective spaces over finitary embeddings in the category of
stably locally compact spaces are the continuous lattices.
Proof Let X be stably locally compact. Then UX is a continuous lattice as it was shown
in the proof of Theorem 3.2.16. Hence the result follows from the fact that the class of
continuous lattices is closed under the formation of retracts. ¤

37



This result completes a circle. The injective spaces over subspace embeddings are the contin-
uous lattices (endowed with the Scott topology). However, we have seen that for a non-trivial
continuous lattice D and subspace embedding j : X → Y , the right Kan extension map
RanD

j : [X → D] → [Y → D] is a subspace embedding iff j : X → Y is a finitary map. Then
two natural questions have arisen: (1) What are the finitary subspaces of the continuous
lattices? (2) Given that the finitary subspace embeddings are well-behaved, what are the
finitarily injective spaces? The answer to (1) is that the finitary subspaces of the continuous
lattices are the T0 spaces whose frames of open sets are stably continuous. In particular,
the finitary sober subspaces of the continuous lattices are the stably locally compact spaces,
and the finitary T1 subspaces of the continuous lattices are the compact Hausdorff spaces.
The answer to (2) is that the finitarily injective spaces are the algebras of the upper power
space monad in the category of sober spaces. Since there are fewer finitary embeddings than
arbitrary embeddings, there are more finitarily injective spaces than injective spaces. In par-
ticular, the finitarily injective spaces in the full subcategory of locally compact sober spaces
are the continuous meet-semilattices with unit. Now, given (1) and (2), we are led to ask
(3): What are the finitarily injective spaces in the full subcategory of stably locally compact
spaces? Perhaps surprisingly, and quite satisfyingly, the answer to (3) is that the finitarily
injectives in this subcategory are again the continuous lattices.

Similar results are obtained for injectivity over finitary dense embeddings via Proposi-
tion 3.2.18 and another version of Proposition 4.5.5 [32, page 140]. We state some of them:

Theorem 4.5.10 The (right) injective spaces over finitary dense embeddings in the category
of locally compact sober spaces are the continuous meet-semilattices without unit. Moreover,
if D is such an injective space and j : X → Y is a finitary dense embedding of locally compact
sober spaces then

f 7→ f/j : [X → D] → [Y → D]

is a subspace embedding.

Theorem 4.5.11 The (right) injective spaces over finitary dense embeddings in the category
of stably locally compact spaces are the continuous Scott domains.

And a similar circle is completed, whose analogous discussion need not be included. But
another discussion is in order. In practice, one often works with embeddings of spaces onto
maximal points of continuous Scott domains. Such embeddings are necessarily dense em-
beddings of Hausdorff spaces. Since the finitary subspaces of the continuous Scott domains
are those whose frames of open sets are stably continuous, such embeddings are finitary for,
and only for, compact Hausdorff spaces. This has connections with the idea of support, for
the support of a continuous Scott domain always contains the subspace of maximal points,
and it is the subspace of maximal points iff that subspace is compact. If j : X → D is an
infinitary embedding of a Hausdorff space X onto the subspace of maximal points of D, then
the support of D is not T1 and it is strictly larger than X. For example, for X the Euclidean
real line and D the interval domain, the support of D is the real line with a bottom element
in the specialization order.

A general result by Jimmie Lawson [25] implies that the subspaces of maximal points
of the continuous Scott domains are Polish spaces (spaces whose topology is induced by a
complete metric). It follows at once that the subspaces of maximal points of the stably locally
compact spaces are also Polish spaces. However, it does not follow that all Polish spaces arise
in this way.

38



4.6 Added in proof

Alan Day [6] showed that the algebras of the filter monad on Sp0 are the continuous lattices en-
dowed with the Scott topology, and that the algebra homomorphisms are the meet-preserving
Scott continuous maps. It turns out that the filter monad is right KZ, as it can be routinely
checked. Moreover, all continuous maps are right T-arrows, and the right T-embeddings are
the subspace embeddings. From this and Theorem 4.2.2 we obtain an alternative proof of the
fact that the injective spaces over subspace embeddings are the continuous lattices, and also
of Proposition 2.5.4, which states that every injective space over subspace embeddings is a
right Kan space over arbitrary continuous maps. In fact, via an application of [6, Theorem
4.3]2, which characterizes the structure maps of the algebras, our Theorem 4.2.2 produces
Scott’s extension formula discussed in Section 2.6.

In unpublished joint work with Bob Flagg, we have established other injectivity results
in topology via the general injectivity result for KZ-monads. These include: the injective
spaces over flat embeddings are the stably locally compact spaces (similarly for locales), and
the injective spaces over locally dense embeddings are the L-domains endowed with the Scott
topology.
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A Some background

A.1 Adjunctions between posets

For a complete account to adjunctions between posets the reader is referred to [15] or [2]. In
this appendix we recall basic facts.

An adjunction between posets X and Y is a pair of monotone maps l : X → Y and
r : Y → X such that

l(x) ≤ y iff x ≤ r(y),

or, equivalently, such that

l ◦ r ≤ idY and idX ≤ r ◦ l.

Such an adjunction is denoted by l a r, and l and r are said to be respectively left and right
adjoint to each other (or respectively lower and upper adjoint). In an adjunction l a r, each
adjunct l and r is uniquely determined by the other by the equations

l(x) = min r−1(↑↑x) and r(y) = max l−1(↓↓y).

Left adjoints preserve all existing joins, and right adjoints all existing meets. Moreover, if
X is a complete lattice then l : X → Y has a right adjoint r : Y → X iff it preserves all
joins, and in this case it is given by the above equation; dually, if Y is a complete lattice then
r : Y → X has a left adjoint l : X → Y iff it preserves all meets, and in this case it is given
the above equation.

An adjunction l a r is reflective if the following equivalent conditions hold:

1. l ◦ r = idY

2. r(y) = max l−1(y)

3. l is surjective

4. r is injective,

and it is coreflective if the following equivalent conditions hold:

1. idX = r ◦ l

2. l(x) = min r−1(x)

3. l is injective

4. r is surjective.

This terminology comes from category theory [27, page 89]. Reflective and coreflective ad-
junctions are also called respectively insertion-closure pairs and embedding-projection pairs
in domain theory [2, Sections 3.1.4 and 3.1.5].
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A.2 Monads

A monad [27, page 133] in a category X consists of a functor T : X → X together two
natural transformations η : IdX → T (the unit) and µ : TT → T (multiplication), subject
to the following conditions:

(Associativity) µX ◦ µTX = µX ◦TµX ,

(Unit laws) µX ◦ ηTX = µX ◦TηX = idTX .

The naturality conditions mean that for all f : X → Y ,

(Naturality of the unit) ηY ◦ f = Tf ◦ ηX ,

(Naturality of multiplication) µY ◦TTf = Tf ◦ µX .

Let T = (T, η, µ) be a monad. A T-algebra [27, page 136] is an object A (the underlying
object) together with an arrow α : TA → A (the structure map) subject to the following
conditions:

(Associativity) α ◦ µA = α ◦Tα, (Unit law) α ◦ ηA = idA.

By an abuse of language, one sometimes refers to the underlying object of an algebra as an
algebra. For every object X, TX is an algebra (called a free T-algebra) with structure
map µX : TTX → TX. Let A and B be T-algebras with structure maps α : TA → A and
β : TB → B. A T-algebra homomorphism from (A,α) to (B, β) is an arrow h : A → B
such that

(Homomorphism law) h ◦ α = β ◦Th.
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